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## InTRODUCTION

The group of integers, $\mathscr{Z}=(\mathbf{Z},+, 0)$, and the ordered group of integers, $\mathscr{Z}_{<}=$ $(\mathbf{Z},+, 0,<)$, are considered well behaved structures by model theorists. The first results that support this statement are due to M. Presburger who showed in [45] that they are both decidable, by providing a quantifier elimination result in each case after adding predicates for the non-trivial subgroups of $\mathbf{Z}$. Another consequence of this quantifier elimination is that $\mathscr{Z}$ has a superstable theory of Lascar rank 1 and $\mathscr{Z}<$ has a dependent theory with dp-rank 1 (a property also known as $d p$-minimality).

The study of decidability and definability in expansions of $\mathscr{Z}$ < received a lot of attention, see [6] for a survey on the subject. A common line of research is the preservation of decidability and characterization of definability after adding new predicates. In this regard R. Büchi shed light in [10] on a connection between definability in $\mathscr{Z}$ and automata theory: a definable set in $\mathscr{Z}_{<}$is $k$-recognizable for all $k \geq 2$. Furthermore, $k$-recognizability, for a fixed $k \geq 2$, is equivalent to definability in $\left(\mathbf{Z},+, 0,<, V_{k}\right)$, where $V_{k}$ is the function that sends $n \neq 0$ to the greatest power of $k$ dividing $n$ and 0 to 1 . This result was first stated for $k=2$ by R. Büchi in [10] with a predicate $P_{2}$ for the powers of 2 instead of $V_{2}$ but the proof was incorrect, as pointed out by R. McNaughton [34]: the power of expression of $\left(\mathbf{Z},+, 0,<, P_{2}\right)$ is not sufficient. The characterization of $k$-recognizability was finally proved by V . Bruyère in [8] for $k=2$ and a detailed proof of the general case can be found in [9]. Another important result concerning $\left(\mathbf{Z},+, 0,<, V_{k}\right)$ is Cobham's Theorem [14]: given multiplicatively independent $k, k^{\prime}$, if $X \subset \mathbf{N}$ is both $k$-recognizable and $k^{\prime}$-recognizable, then $X$ is definable in $\mathscr{Z}$. This was generalized by A. Semenov in [48] to any set in $\mathbf{N}^{n}$. A proof of Cobham's and Semenov's theorems was given in 35 by C. Michaux and R . Villemaire and is based on a very useful result on definability in $\mathscr{Z}_{<}: R \subset \mathbf{Z}^{n}$ is not definable in $\mathscr{Z}_{<}$if and only if there exists $L \subset \mathbf{Z}$ definable in $(\mathbf{Z},+, 0,<, R)$ but not in $\mathscr{Z}_{<}$, see [35, Theorem 5.1].
A. Semenov investigated the preservation of decidability in expansions of the form $(\mathbf{Z},+, 0,<, R)$ in [49], where $R$ represents a sparse subset of $\mathbf{N}$, which roughly is a set enumerated by a fast growing sequence. Examples of decidable expansions of $\mathscr{Z}_{<}$ include $\left(\mathbf{Z},+, 0,<,\left\{q^{n} \mid n \in \mathbf{N}\right\}\right)$, for $q>1,(\mathbf{Z},+, 0,<$, Fib $)$, where Fib is enumerated by the Fibonacci sequence, and $(\mathbf{Z},+, 0,<,\{n!\mid n \in \mathbf{N}\})$. More generally A. Semenov shows that for a sparse set $R,(\mathbf{Z},+, 0,<, R)$ is decidable whenever $R$ is effectively sparse and effectively eventually periodic modulo $n$ for all $n>1$, [49, Corollary 2].

The failure of decidability can happen in expansions of $\mathscr{Z}_{<}$by a unary predicate. One important example is the expansion $\mathscr{Z}_{<, \mathbf{P}}$, where $\mathbf{P}$ is the set of prime numbers, which has been shown to be undecidable under Dickson's conjecture by P. Bateman, C. Jockusch and A. Woods [4]): multiplication is definable in $\mathscr{Z}_{<, \mathbf{P}}$.

The study of expansions of $\mathscr{Z}$ and $\mathscr{Z}$ < in the context of S. Shelah's Classification Theory is surprisingly recent. A question of interest is the following: is there a classification of subsets $R$ of $\mathbf{Z}$, such that the pair of integers $\mathscr{Z}_{R}=(\mathbf{Z},+, 0, R)$ (resp. $\left.\mathscr{Z}_{<, R}=(\mathbf{Z},+, 0,<, R)\right)$ is superstable (resp. dependent)? The first results on this subject are independently due to B. Poizat [44] and D. Palacín and R. Sklinos [37], where the pair $\mathscr{Z}_{\left\{q^{n} \mid n \in \mathbf{N}\right\}}$ is shown to be superstable of Lascar rank $\omega$ for any $q>1$. Another example of a superstable pair given in [37] is $\mathscr{Z}_{\{n!\mid n \in \mathbf{N}\}}$. The examples of [37] were later generalized independently in two directions by G. Conant [16] and F. Point and the author [29]. These generalizations capture the fact that the examples of [37] are enumerated by fast growing sequences: in [16] it is shown that a pair $\mathscr{Z}_{R}$ is superstable as long as there exists a set $X$ and a function $f: R \rightarrow X$ such that $X$ is geometric (in the sense that $\{a / b \mid b \leq a \in X\}$ is closed and discrete) and $\sup \{|a-f(a)| \mid a \in R\}<\infty$ and in [29] it is shown that a pair $\mathscr{Z}_{R}$ is superstable whenever $R$ is enumerated by a sequence $\left(r_{n}\right)$ that has a Kepler limit $\theta$ in $\mathbf{R}^{>1} \cup\{\infty\}$ (that is $\theta$ is the limit of the successive quotients of $\left(r_{n}\right)$ ) and if $\theta$ is algebraic over $\mathbf{Q}$, then $\left(r_{n}\right)$ is assumed to be a linear recurrence sequence whose minimal polynomial is the minimal polynomial of $\theta$ over $\mathbf{Q}$. Examples of dependent pairs of integers were given in [29], where it is shown in particular that $\mathscr{Z}_{<,\left\{q^{n} \mid n \in \mathbf{N}\right\}}, q>1, \mathscr{Z}_{<,\{n!\mid n \in \mathbf{N}\}}$ and $\mathscr{Z}_{<, \text {Fib }}$ are dependent.

In another direction, I. Kaplan and S. Shelah showed in [28] that the pair $\mathscr{Z}_{\mathbf{P} \cup-\mathbf{P}}$ is supersimple unstable and of Lascar rank 1, under Dickson's conjecture. This is in contrast with $\mathscr{Z}_{<, \mathrm{P}}$, which is considered wild, since it defines the multiplication by the result of P. Bateman, C. Jockusch and A. Woods.

It is interesting to note that, in the context of S. Shelah's Classification Theory, certain minimality properties of $\mathscr{Z}$ and $\mathscr{Z}<$ are not preserved in pairs. For instance, any pair $\mathscr{Z}_{R}$ has Lascar rank at least $\omega$, unless $R$ is definable in $\mathscr{Z}$, see [37, Theorem 1]. For $\mathscr{Z}_{<,}$it is shown in [2, Proposition 6.6] that a pair $\mathscr{Z}_{<, R}$ is never dp-minimal, unless $R$ is definable in $\mathscr{Z}$. Moreover, a pair $\mathscr{Z}_{<, R}$ is never strongly dependent, unless $R$ is already definable in $\mathscr{Z}_{<,}$, see [18, Corollary 2.20]. A similar statement holds for pairs $\mathscr{Z}_{R}$ : the pairs $\mathscr{Z}_{\left\{q^{n} \mid n \in \mathbf{N}\right\}}, q>1, \mathscr{Z}_{\{n!\mid n \in \mathbf{N}\}}$ and $\mathscr{Z}_{\text {Fib }}$ are not dp-minimal [3. Corollary 5.35]. We note that the proofs of [2, Proposition 6.6] and [18, Corollary 2.20] are based on the theorem of C. Michaux and R. Villemaire [35, Theorem 5.1].

In this thesis, we investigate superstable and dependent pairs of integers.
Let $R \subset \mathbf{N}$ and let $\left(r_{n}\right)$ enumerate $R$. We say that $R$ is regular if $\left(r_{n}\right)$ has a Kepler limit $\theta$ in $\mathbf{R}^{>1} \cup\{\infty\}$ and if $\theta$ is algebraic over $\mathbf{Q}$, then $\left(r_{n}\right)$ is further assumed to be a
linear recurrence sequence whose minimal polynomial is the minimal polynomial of $\theta$ over $\mathbf{Q}$. Our first result concerns pairs $\mathscr{Z}_{R}$, where $R$ is regular.

Theorem A. Let $R$ be a regular set. Then $\mathscr{Z}_{R}$ is superstable of Lascar rank $\omega$.
We provide two proofs of this result. The first relies on the approach of D. Palacín and R. Sklinos in 37]. The main tool used is an abstract result of E. Casanovas and M. Ziegler [11], which in our context can be stated as follows: $\mathscr{Z}_{R}$ is superstable if $\mathscr{Z}_{R}$ is bounded and the induced structure $R_{\mathrm{ind}}$ is superstable. Here bounded means that any formula in the language of $\mathscr{Z}_{R}$ is equivalent to a bounded formula, that is a formula of the form $Q_{1} x_{1} \in R \ldots Q_{n} x_{n} \in R \varphi(\bar{x}, \bar{y})$, where $Q_{i} \in\{\exists, \forall\}$ for all $i \in\{1, \ldots, n\}$ and $\varphi(\bar{x}, \bar{y})$ is a formula in the language of $\mathscr{Z}$. The induced structure $R_{\text {ind }}$ is the trace on $R$ of any $\{+, 0\}$-definable subset of $\mathbf{Z}^{n}$ without parameters.

The second proof of Theorem A is done by counting types after providing a quantifier elimination result. This quantifier elimination is done in an expanded language $\mathcal{L}$ where we add in particular a unary function $S$ that is the successor function on $R$ and the identity on $\mathbf{Z} \backslash R$ and predicates for formulas such as

$$
\exists x_{1}, x_{2} \in R\left(x_{1}+2 x_{2}=y \wedge D_{2}\left(x_{1}\right) \wedge D_{5}\left(x_{2}\right)\right)
$$

where $D_{n}$ is a predicate for the set $n \mathbf{Z}$. In the language $\mathcal{L}$, we define a theory $T_{R}$ that axiomatizes $\mathscr{Z}_{R}$.

Theorem B. Let $R$ be a regular set. Then $T_{R}$ has quantifier elimination, is complete and superstable.

As a corollary of the proof of Theorem A. we obtain preservation of $\omega$-stability of expansions of $(\mathbf{Q},+, 0)$ and $(\mathbf{R},+, 0)$ by a regular set.

Theorem C. Let $R$ be a regular set. Then $(\mathbf{Q},+, 0, R)$ and $(\mathbf{R},+, 0, R)$ are $\omega$-stable.
We also point out an analogy between Theorem A and expansions of fields by a subgroup with the Mann property, as studied by L. van den Dries and A. Günaydın in [19]. This allows us to give a quick proof of a special case of a result of G. Conant on expansions of $\mathscr{Z}$ by a multiplicative submonoid, see [15, Theorem 3.1].

Theorem D. Let $(M, \cdot 1)$ be a submonoid of $(\mathbf{Z}, \cdot, 1)$ such that the subgroup of $(\mathbf{Q} \backslash\{0\}, \cdot, 1)$ generated by $M$ has the Mann property. Then $\mathscr{Z}_{M}$ is superstable.

We then investigate pairs of the form $\mathscr{Z}_{<, R}$, where $R$ is a sparse set in the sense of A. Semenov, particular instances of such being regular sets. We revisit the work of A. Semenov and give a quantifier elimination result for pairs $\mathscr{Z}_{<, R}, R$ sparse, in a language $\mathcal{L}_{<}$similar to the one used in Theorem B . In this language, we define a theory $T_{<, R}$ which axiomatizes $\mathscr{Z}_{<, R}$.

Theorem E. Let $R$ be a sparse set. Then $T_{<, R}$ has quantifier elimination and is complete.
This theorem allows to reduce the dependency of $\mathscr{Z}_{<, R}$ to the dependency of atomic formulas in the language $\mathcal{L}_{<}$. Using technology developed by A. Chernikov and P. Simon in [12], namely honest definition over a predicate, we are able to deduce the dependency of $\mathscr{Z}_{<, R}$ from the dependency of the theory $\operatorname{Th}\left(R, S, c, D_{n, k} \mid k<n \in \mathbf{N}\right)$, where $c$ is the smallest element in $R, S$ is the successor function on $R$ and $D_{n, k}$ is the set of elements in $R$ that are equal to $k$ modulo $n$.

Theorem F. Let $R$ be a sparse set. Then $\operatorname{Th}\left(\mathscr{Z}_{<, R}\right)$ is dependent.
Let us add that A. Chernikov and P. Simon provide in [12] an analogue of E. Casanovas and M. Ziegler's theorem [11] for dependent theories: $\mathscr{Z}_{<, R}$ is dependent if $R_{\text {ind }}$ is dependent and $\mathscr{Z}_{<, R}$ is bounded, see [12, Corollary 2.6]. Theorem Eimplies that the pair $\mathscr{Z}_{<, R}$ is bounded when $R$ is sparse. Furthermore, Theorem Eimplies that $R_{\text {ind }}$ is essentially $\operatorname{Th}\left(R, S, c, D_{n, k} \mid k<n \in \mathbf{N}\right)$. We however do not establish this in details and prove Theorem Fby hand without the appeal of [12, Corollary 2.6].

Theorem $F$ gives a proof of a result announced in [2. 3] that the pairs $\mathscr{Z}_{<,\left\{q^{n} \mid n \in \mathbf{N}\right\}}$, $q>1, \mathscr{Z}_{<,\{n!\mid n \in \mathbf{N}\}}$ and $\mathscr{Z}_{<, \text {Fib }}$ are dependent.

As in the case of expansions of $\mathscr{Z}$ by a regular set, we are able to extract from the proof of Theorem 7 the following results concerning expansions of $(\mathbf{Q},+, 0,<)$ and $(\mathbf{R},+, 0,<)$ by a sparse set.

Theorem G. Let $R$ be a sparse set. Then

1. if $(\mathbf{Q},+, 0,<, R)$ is bounded, then $(\mathbf{Q},+, 0,<, R)$ is dependent;
2. if $(\mathbf{R},+, 0,<, R)$ is bounded, then $(\mathbf{R},+, 0,<, R)$ is dependent;
3. if $(\mathbf{R},+, 0,\lfloor\cdot\rfloor,<, R)$ is bounded, then $(\mathbf{R},+, 0,\lfloor\cdot\rfloor,<, R)$ is dependent, where $\lfloor\cdot\rfloor$ is the integer part function.

This thesis is organized in five chapters, each beginning with an introduction. The first chapter collects preliminary material on stability theory, dependent theories and linear recurrence sequence. In a first section, we recall what is the Lascar rank and how it can be calculated using the notion of generic type in a stable group. In the next section, we define what is a dependent theory and we give various equivalent definitions as well as various examples relevant to this thesis. We end with a section in which we collect several facts on linear recurrence sequences, such as a description using exponential polynomials and a necessary and sufficient condition for the existence of a Kepler limit.

The second chapter details the context in which this thesis takes place. In the first section, we recall the main technical tools used in the study of pairs both in
the stable and dependent case, namely the results of E. Casanovas and M. Ziegler and A. Chernikov and P. Simon. In the second section, we provide a quick review of recent results on tame pairs of integers, with an emphasis on pairs $\mathscr{Z}_{R}$, where $R$ is enumerated by a linear recurrence sequence, where interesting phenomena occur.

The third chapter gives the first proof of Theorem A, as well as the proofs of Theorem C and Theorem D. The first five sections of Chapter 3 contain the proof of Theorem A, see Theorem 3.5.1. We first show that $R_{\text {ind }}$ is superstable for any regular set $R$. To do this, we only need to check that the induced structure on $R$ by equations in $\mathscr{Z}_{R}$ is superstable. Assuming $\left(r_{n}\right)$ enumerates $R$, we analyze sets of the form $X_{\bar{a}}=\left\{\left(r_{n_{1}}, \ldots, r_{n_{k}}\right) \in R^{k} \mid a_{1} r_{n_{1}}+\cdots+a_{k} r_{n_{k}}=0\right\}$, where $k \geq 1$ and $\bar{a} \in \mathbf{Z}$. We show that for all $\bar{a} \in \mathbf{Z}^{k}$ there is $c_{\bar{a}} \in \mathbf{N}$ such that if $\left(r_{n_{1}}, \ldots, r_{n_{k}}\right) \in X_{\bar{a}}$, then

$$
\max \left\{\left|n_{i}-n_{j}\right| \mid 1 \leq i, j \leq k\right\} \leq c_{\bar{a}},
$$

unless there exists $I \subsetneq\{1, \ldots, k\}$ such that $\sum_{i \in I} a_{i} r_{n_{i}}=0$. This is the content of Proposition 3.3.1 and its proof relies on the following property: sets of the form $\left\{r_{n} \in R \mid a_{0}^{\prime} r_{n}+a_{1}^{\prime} r_{n+1}+\cdots+a_{\ell}^{\prime} r_{n+\ell}=0\right\}$ are either finite or $R$, where $\bar{a}^{\prime} \in \mathbf{Z}^{\ell+1}$ and $\ell \in \mathbf{N}$. The analysis of the sets $X_{\bar{u}}$ allows us to show that the induced structure on $R$ by equations is definably interpreted in the superstable structure ( $\mathbf{N}, S, S^{-1}, 0$ ), where $S(n)=n+1, S^{-1}(n+1)=n$ and $S^{-1}(0)=0$. This will be enough to conclude that $R_{\text {ind }}$ is superstable, using an observation made by G. Conant that ( $\mathbf{N}, S, S^{-1}, 0$ ) is monadically superstable: the expansion of $\left(\mathbf{N}, S, S^{-1}, 0\right)$ by unary predicates for any subset of $\mathbf{N}$ is superstable.

We then show that $\mathscr{Z}_{R}$ is bounded when $R$ is regular. Recall that a subset of $\mathbf{N}$ is piecewise syndetic if it contains arbitrarily long sequences with bounded gaps. We use again Proposition 3.3.1 to show that we cannot bound the length of expansions in base $R$ of natural numbers. In other words, we show that any set of the form

$$
\left\{z \in \mathbf{Z} \mid z=a_{1} r_{n_{1}}+\cdots+a_{k} r_{n_{k}} \text { for some }\left(r_{n_{1}}, \ldots, r_{n_{k}}\right) \in R^{k}\right\} \cap \mathbf{N}
$$

is not piecewise syndetic. This allows us to prove that $R$ is bounded.
Chapter 3 ends with three sections: one where we take time to compare Theorem A with the main result of G. Conant in [16] and the last two sections are respectively on Theorems $D$ and $C$, see respectively Theorems 3.7 .2 and 3.8 .1 .

Theorem $B$ is proved in the fourth chapter and we use it to give another proof of Theorem A. The proof of Theorem B is based on the content of Chapter 3 and is done in three steps, see Theorem 4.1.1. Corollary 4.1.3 and Theorem 4.5.1. The first step consist in an in-depth analysis of equations in non-standard models of $T_{R}$. The second step consist in a construction of algebraically prime models in $T_{R}$. The third and final step consist in showing that $T_{R}$ is 1-existentially closed, that is existentially closed for
existential formulas with at most one existential quantifier. This will be enough to conclude that $T_{R}$ has quantifier elimination. We then show that $T_{R}$ is superstable by counting types. We end Chapter 4 with a brief account of the decidability of $T_{R}$.

The final chapter is concerned with pairs $\mathscr{Z}_{<, R}$, with $R$ sparse, where Theorems E, Fand $G$ are proved. The main step towards the proof of Theorem $E$ (see Theorem $5 \cdot 5 \cdot 3$ and Corollary 5.5.4 consists in showing that the negation of certain bounded existential formulas is equivalent to a bounded existential formula. For instance, the negation of the formula

$$
\begin{equation*}
\exists \bar{x} \in R\left(\bigwedge_{i=1}^{n} \sum_{j=1}^{m} a_{i j} x_{j}>y_{i} \wedge \varphi(\bar{x})\right) \tag{1}
\end{equation*}
$$

where $\bar{a}_{1}, \ldots, a_{n} \in \mathbf{Z}^{m}$ and $\varphi(\bar{x})$ is any formula in $\left\{S, S^{-1}, c,<\right\}$ with quantifiers relativized to $R$, is equivalent to a disjunction of existential formulas of the same shape. Using Theorem E, we show that the dependency of $T_{R}$ reduces to the dependency of existential formulas such as the formula (1). Then using the fact that those formulas have honest definitions over $R$ by formulas in the language $\left\{S, S^{-1}, c,<\right\}$ with quantifiers relativized to $R$, we obtain Theorem $F$, see Theorem 5.6.7. We end Chapter 5 with a proof of Theorem G, see Theorem 5.7.1.

Part of the content of Chapters 3 and 4 as well as a special case of Theorem F, under the assumption that $R$ is ultimately periodic modulo $n$ for all $n>1$, have been published in the following paper:

Quentin Lambotte and Françoise Point. "On expansions of $(\mathbf{Z},+, 0)$ ". In: Ann. Pure Appl. Logic 171.8 (2020), pp. 1-36.

## CHAPTER <br> 1

## Preliminaries

We present in this chapter the material we will need on stable and dependent theories and on linear recurrence sequence. We assume basic knowledge in model theory, specifically the content of [53, Chapters 1-5] or [33. Chapters 1-5].

This chapter is organized as follows. In Section 1.1, we recall several notions from stability theory. Specifically, the notions of $\lambda$-stable and superstable theories are introduced for arbitrary theories and Lascar rank and generic types are introduced for theories whose models are superstable abelian groups, possibly with extra structure (by extra structure we mean, for instance, that of a field). The focus on the superstable case, while not the most general, allows to present the notion of Lascar rank without the appeal to the abstract notions of dividing and forking for formulas and types.

In Section 1.2, we recall the definition of a dependent theory and several tools and criteria that are helpful to show whether or not a complete theory is dependent. We also take some time to illustrate this notion with several examples that are relevant for Chapter 5

In the last section, we give a quick account of elementary properties of linear recurrence sequences, as these well behaved sequences give instances of tame expansions of both $(\mathbf{Z},+, 0)$ and $(\mathbf{Z},+, 0,<)$. Among other things, we recall that these sequences can be represented as sums of exponentials with polynomial coefficients and that they satisfy a strong regularity property: the set of indices where those sequences take the value 0 is a union of finite number of sets of the form $a+b \mathbf{N}, a, b \in \mathbf{N}$. This last property is known as the Skolem-Mahler-Lech Theorem.

We end this introduction with the notations and conventions that we use throughout this text.

The set of natural numbers, of integers and of real numbers will be denoted respectively $\mathbf{N}, \mathbf{Z}$ and $\mathbf{R}$. When $X$ is one of the above sets and $a \in X$, the notations $X^{>a}, X^{\geq a}$ and $X_{\infty}^{>a}$ refer respectively to the sets $\{x \in X \mid x>a\},\{x \in X \mid x \geq a\}$ and $X^{>a} \cup\{\infty\}$. For a natural number $n$, the set $\{1, \ldots, n\}$ will be denoted $[n]$. The cardinality of a set $A$ will be denoted by $|A|$. Likewise, the length of a tuple $\bar{x}$ will be denoted $|\bar{x}|$. For $x \in \mathbf{R},\lfloor x\rfloor$ is the integer part of $x$, that is $\max \{n \mid n \leq x, n \in \mathbf{Z}\}$. Given a sequence $\left(r_{n}\right)_{n \in I}, I \subset \mathbf{N}$, of complex numbers, we usually write $\left(r_{n}\right)$ in case
$I=\mathbf{N}$ instead of $\left(r_{n}\right)_{n \in \mathbf{N}}$.
Capital letters $I, J$ and $K$ will refer to (usually non-empty) sets of indices. The power set of $X$ will be denoted $\mathfrak{P}(X)$. Capital letters will refer to sets and small letters will refer to elements of a given set. For a tuple $\bar{a}$ of length $n$ and $I \subset[n], \bar{a}_{I}$ refers to the tuple $\left(a_{i} \mid i \in I\right)$. For $n \in \mathbf{N}^{>0}$, we let $\operatorname{Part}([n])$ be the set of (ordered) partitions $\bar{I}=\left(I_{1}, \ldots, I_{\ell}\right)$ of $[n]$.

A first-order language will be denoted by the letter $\mathcal{L}$, possibly with a subscript. An $\mathcal{L}$-structure will be referred to by a round letter and its domain by the corresponding capital letter. For instance $\mathscr{M}$ is an $\mathcal{L}$-structure whose domain is $M$. For an element $a$ of $M$ and $A \subset M$, the notations acl ${ }^{\mathcal{L}}(a / A), \operatorname{tp}^{\mathcal{L}}(a / A)$ mean respectively the algebraic closure and the type of $a$ over $A$ in $\mathscr{M}$. The set of $n$-types over $A$ is denoted $S_{n}^{\mathcal{L}}(A)$, or $S_{n}(A)$ if the ambient language is clear. Likewise, $S^{\mathcal{L}}(A)$ denotes

$$
\bigcup_{n \in \mathbb{N}} S_{n}^{L}(A)
$$

and we use also the notation $S(A)$ if the ambient language is clear. If $R \in \mathcal{L}$ is a $n$-ary predicate symbol, the set $\left\{\bar{a} \in M^{n}|\mathscr{M}|=R(\bar{a})\right\}$ will be denoted $R\left(M^{n}\right)$ or simply $R$ when there is no confusion.

We make the following (usual) abuse of notations. When $R$ is a unary predicate symbol, expressions of the form $\exists x \in R \varphi(x)$ and $\forall x \in R \varphi(x)$ respectively mean $\exists x(R(x) \wedge \varphi(x))$ and $\forall x(R(x) \rightarrow \varphi(x))$.

For each $n \in \mathbf{N}^{>1}$, let $D_{n}$ be a unary predicate. We let $\mathcal{L}_{g}=\left\{+,-, 0, D_{n} \mid n>1\right\}$ and $\mathcal{L}_{S}=\left\{S, S^{-1}, c\right\}$, where $S$ and $S^{-1}$ are unary function symbols and $c$ is a constant symbol. An abelian group $(G,+,-, 0)$ will always be expanded to an $\mathcal{L}_{g}$-structure as follows: for each $n \in \mathbf{N}^{>1}$, the symbol $D_{n}$ is interpreted as the set $\{x \in G \mid$ $(G,+,-0) \vDash \exists y x=n y\}$. When we work in $\mathbf{Z}$, we sometimes use the notation $x \equiv_{n} y$ instead of $D_{n}(x-y)$. The group $(\mathbf{Z},+,-, 0)$, considered as an $\mathcal{L}_{g}$-structure, will be denoted by $\mathscr{Z}$. When working in $\operatorname{Th}(\mathscr{Z})$, an expression of the form $x>c$, where $c \in \mathbf{N}$, is an abbreviation for $\bigwedge_{i=0}^{c} x \neq i$.

Given a ring $K, K[X]$ is the ring of polynomials in the variable $X$ with coefficients in K. In what follows, given $P \in \mathbf{C}[X]$, when we say that $P$ is irreducible, we mean irreducible over $\mathbf{Q}$. And for $z \in \mathbf{C}$, when we say that $z$ is algebraic, we mean algebraic over $\mathbf{Q}$.

### 1.1 Lascar rank and generics in superstable abelian groups

We recall in this section the necessary stability theoretic material needed for the proof of the main results of Chapter 3 . We first recall the definition of a superstable theory.

Definition 1.1.1. Let $T$ be a complete $\mathcal{L}$-theory, $\mathcal{L}$ a countable language, and $\lambda$ a cardinal.

1. We say that $T$ is $\lambda$-stable if for all $\mathscr{M} \vDash T$ and all $A \subset M$, if $|A|=\lambda$, then $\left|S_{1}(A)\right|=\lambda$.
2. We say that $T$ is superstable if it is $\lambda$-stable for all $\lambda \geq 2^{\aleph_{0}}$.

For an $\mathcal{L}$-structure $\mathscr{M}$, we say that $\mathscr{M}$ is $\lambda$-stable (resp. superstable) if $\operatorname{Th}(\mathscr{M})$ is $\lambda$-stable (resp. superstable).

The central example of superstable theory in this thesis is $T=\operatorname{Th}(\mathscr{Z})$ (see [46, Theorem 15.4.4]) and this can be seen using quantifier elimination in $T$ (see [46, Theorem 15.2.1]).

In these preliminaries, we always work in a language $\mathcal{L}$ containing $\{+,-, 0\}$ and a complete $\mathcal{L}$-theory whose models are infinite abelian groups with respect to $\{+,-, 0\}$. We further assume that $T$ is superstable and we fix $\mathscr{G}$ a monster model of $T$. As we mentioned earlier, these are extra conditions with regard to the general theory, a treatment of which can be found in the following references: [43] for stable groups and [39], [53, Chapter 8] or [42] for general stability theory.

Let us start by recalling the definition of Lascar rank.
Definition 1.1.2 ([42, P. 438]). Let $A \subset G$. We define the rank $U$ of a type in $S(A)$ as follows:

1. $U(p) \geq 0$ for all $p \in S(A)$;
2. if $\alpha$ is a limit ordinal, $U(p) \geq \alpha$ if and only if $U(p) \geq \beta$ for all $\beta \leq \alpha$;
3. $U(p) \geq \alpha+1$ if and only if for all cardinal $\lambda$, there exists $B \subset G$, such that $A \subset B$ and $p$ has at least $\lambda$ extensions $q$ in $S(B)$ with $U(q) \geq \alpha$.
We set $U(p)=\infty$ if $U(p) \geq \alpha$ for all ordinal $\alpha$ and otherwise $U(p)$ is $\sup \{\alpha \mid U(p) \geq$ $\alpha\}$. If $p=\operatorname{tp}(\bar{a} / A)$, we write $U(\bar{a} / A)$ instead of $U(\operatorname{tp}(\bar{a} / A))$.

A type $p \in S_{1}(A)$ has $U$-rank 0 if and only if it is algebraic (that is, has finitely many realizations). From the definition, we have that if $q \in S_{1}(B)$ extends $p \in S_{1}(A)$, then $U(q) \leq U(p)$ ( $p$ has at least the same number of extensions of $q$ to any set that contains $B$ ). An equivalent definition of a superstable theory is that the rank of any type is an ordinal.

We will need the following property of the $U$-rank, which is known as Lascar's inequality. In the following statement, given ordinals $\alpha$ and $\beta, \alpha+\beta$ is the ordinary sum while $\alpha \oplus \beta$ is defined as follows: if $\alpha=\omega^{\gamma_{1}} n_{1}+\cdots+\omega^{\gamma_{k}} n_{k}$ and $\beta=\omega^{\gamma_{1}} n_{1}^{\prime}+$ $\cdots+\omega^{\gamma_{k} n_{k}^{\prime}}$, where $\bar{n}, \bar{n}^{\prime} \in \mathbf{N}^{k}$ and $0 \leq \gamma_{i+1}<\gamma_{i}, i \in[k-1]$, then

$$
\alpha \oplus \beta=\omega^{\gamma_{1}}\left(n_{1}+n_{1}^{\prime}\right)+\cdots+\omega^{\gamma_{k}}\left(n_{k}+n_{k}^{\prime}\right) .
$$

Proposition 1.1.3 ([42, Théorème 19.04]). Let $A \subset G$. Let $\bar{a}, \bar{b}$ be finite tuples of elements in G. Then

$$
U(\bar{b} / A, \bar{a})+U(\bar{a} / A) \leq U(\bar{a}, \bar{b} / A) \leq U(\bar{b} / A, \bar{a}) \oplus U(\bar{a} / A) .
$$

In particular, if $U(\bar{a} / A)<\omega$ and $U(\bar{b} / A)<\omega$, then $U(\bar{a}, \bar{b} / A)=U(\bar{a} / \bar{b} A)+U(\bar{b} / A)$.
Let us analyze the notion of Lascar rank in the theory of $\mathscr{Z}$.
Example 1.1.4. In $T=\operatorname{Th}(\mathscr{Z})$, a 1-type has either rank 0 or 1 .
Proof. To this end, we recall that $T$ has quantifier elimination. As a result, two types $q, q^{\prime}$ can be distinguished by atomic and negation of atomic formulas.

Let $\mathscr{G}$ be a monster model of $T$ and $A \subset G$. Let $p=\operatorname{tp}(a / A)$ be a non-algebraic type. Thus $U(p) \geq 1$. Let us show that we cannot have $U(p) \geq 2$. We will show that for all $B \supset A, p$ has at most $2^{\aleph_{0}}$ non-algebraic extensions in $S_{1}(B)$. In fact we will show that there are $2^{\aleph_{0}}$ non-algebraic types over $B$.

Recall that any term $t(x, \bar{y})$ is of the form $n x+t^{\prime}(\bar{y})$, where $n \in \mathbf{Z}$ and $t^{\prime}(\bar{y})$ is a term. Let $B \supset A$. Let $q \in S_{1}(B)$ be non-algebraic. Let $n \in \mathbf{Z}$ and $t(\bar{y})$ be a term. The formula $n x+t(\bar{b})=0, \bar{b} \in B^{|\vec{y}|}$, has at most one solution in $\mathscr{G}$, unless $n=0$ and $t(\bar{b})=0$. So for all term $t(\bar{y})$ and $n \in \mathbf{Z}$, if $n \neq 0, n x+t(\bar{b}) \neq 0 \in q$ for all $\bar{b} \in B^{|\bar{y}|}$. Also, the formula $t(\bar{b})=0 \in q$ whenever $\mathscr{G} \models t(\bar{b})=0$, where $t(\bar{y})$ is a term and $\bar{b} \in B^{|\bar{y}|}$. As a result any two non-algebraic $q, q^{\prime} \in S_{1}(B)$ extensions of $p$ have the same equations and negation of equations with parameters in $B$. So the atomic formulas that may distinguish $q$ from $p$ are of the form $D_{k}(n x+t(\bar{b}))$.

Let $q \in S_{1}(B)$ be non-algebraic. Let $k \in \mathbf{N}^{>1}$ and consider the formula in $q$ of the form $D_{k}(n x+t(\bar{b}))$, where $n \in \mathbf{Z}, t(\bar{y})$ is a term and $\bar{b} \in B^{|\bar{y}|}$. We may assume that $n \neq 0$. The set $D_{k}(n G+t(\bar{b}))$ is a coset of the subgroup $D_{k}(n G)$. Thus, for all $k \in \mathbf{N}^{>1}$ and $n \in \mathbf{Z} \backslash\{0\}$, the set of formulas

$$
\left\{D_{k}(n x+t(\bar{b})) \mid D_{k}(n x+t(\bar{b})) \in q, t(\bar{y}) \text { is a term and } \bar{b} \in B^{|\bar{y}|}\right\}
$$

is implied by one of its formulas, since the intersection of two cosets of a subgroup is either empty or equal to the cosets. Thus the set

$$
\left\{D_{k}(n x+t(\bar{b})) \mid D_{k}(n x+t(\bar{b})) \in q, n \in \mathbf{Z} \backslash\{0\}, t(\bar{y}) \text { is a term and } \bar{b} \in B^{|\bar{y}|}\right\}
$$

is determined by a countable set of formulas. Hence there are only $2^{\aleph_{0}}$ non-algebraic types over $B$. Finally, we get that $U(p)=1$ if $p$ is non-algebraic.

The $U$-rank allows to divide the extensions of a given type in two categories.

Definition 1.1.5. Let $A, B \subset G$. Let $p \in S_{1}(A)$ and $q \in S_{1}(B)$ an extension of $p$. We say that $q$ is a forking extension (resp. a non-forking extension) of $p$ if $U(q)<U(p)$ (resp. $U(q)=U(p))$.

This definition says that a forking extension of a type contains much more information that the type itself.

In $\operatorname{Th}(\mathscr{Z})$, if $p \in S(A)$ and $U(p)=1$, then the forking extensions of $p$ are exactly the algebraic ones.

We define the $U$-rank of $T$ as follows.
Definition 1.1.6. The $U$-rank of $T$, noted $U(T)$, is defined as $\sup \left\{U(p) \mid p \in S_{1}(\varnothing)\right\}$.
In view of Example 1.1.4, we have $U(\operatorname{Th}(\mathscr{Z}))=1$.
In our context, one can show that the $U$-rank of $T$ is the $U$-rank of certain types whose set of realizations in $\mathscr{G}$ is large. More precisely, the types in question contain only formulas that define sets $X$ that can cover $G$ with only finitely many translates (if $X$ is a subgroup, this means that $X$ has finite index in $G$ ).

Definition 1.1.7 ([43, Section 5.a]). Let $X \subset G$ be a definable set, possibly with parameters. Then $X$ is said to be generic if there are $k \in \mathbf{N}$ and $\bar{g} \in G^{k}$ such that $G=\left(g_{1}+X\right) \cup \cdots \cup\left(g_{k}+X\right)$. A formula is called generic if it defines a generic set. Likewise, a type over $A$ is called generic if it contains only generic formulas with parameters in $A$.

Observe that the notions of generic set, formulas and types over $A$ are invariant under automorphisms. Generic sets enjoy also the following properties:

1. if $X$ is generic and $Y \supset X$ is definable, then $Y$ is generic;
2. either $X$ is generic or $G \backslash X$ is generic (here, the stability of $T$ is needed, see 43 , Lemme 5.1]);
3. if $X \cup Y$ is generic, then either $X$ or $Y$ is generic. This is a consequence of the previous item. Indeed, assume that there are $g_{1}, \ldots, g_{k} \in G$ such that

$$
G=\bigcup_{i \in[k]} g_{i}+(X \cup Y)
$$

Then we have

$$
G=\bigcup_{i \in[k]} g_{i}+X \cup \bigcup_{i \in[k]} g_{i}+Y
$$

Therefore, by item 2 either $X^{\prime}=\bigcup_{i \in[k]} g_{i}+X$ is generic or $G \backslash X^{\prime}$ is generic. As $G \backslash X^{\prime} \subset \bigcup_{i \in[k]} g_{i}+Y$, we have that $X^{\prime}$ or $Y^{\prime}=\bigcup_{i \in[k]} g_{i}+Y$ is generic. Let us
show that if $X^{\prime}$ is generic then $X$ is generic, the case of $Y^{\prime}$ being identical. If $X^{\prime}$ is generic, there are $h_{1}, \ldots, h_{n} \in G$ such that

$$
G=\bigcup_{i \in[n]} h_{i}+X^{\prime}
$$

But by definition of $X^{\prime}$ we get

$$
G=\bigcup_{i \in[n]} \bigcup_{j \in k}\left(h_{i}+g_{j}\right)+X
$$

which shows that $X$ is generic.
However, the set of generics is not stable under intersection. For instance, in $\mathscr{G}, 3 G$ is a definable generic set since it is a subgroup of finite index and so is any coset of $3 G$, who are disjoint from $3 G$. On the other hand, one can show that the set of complements of non-generic sets is a filter. This yields the following existence result for generic types.

Proposition 1.1.8 (43, Corollaire 5.2]). Let $A \subset G$. Then there is a generic type over $A$.
We again illustrate the notion of generic type in the theory of $\mathscr{Z}$.
Example 1.1.9. The generic types in $T=\mathrm{Th}(\mathscr{Z})$ are those of $U$-rank 1 .
Proof. Indeed let $p \in S_{1}(A)$. If $p$ is generic, we must have $U(p)=1$, since an algebraic type must contain an algebraic formula. On the other hand, in $U(p)=1$, then all formulas in $p$ are non-algebraic. So we only need to check non-algebraic formulas are generic. By quantifier elimination in $T$, a definable set in $G$ is a boolean combination of finite sets and cosets of subgroups of the form $n G$. Thus an infinite definable set $X$ in $G$ is a finite union of cosets of subgroups of finite index minus a finite set. Hence $X$ is generic.

The only extensions of a generic type are the non-forking ones.
Proposition 1.1.10 ([43, Lemme 5.5]). Let $A, B \subset G$. Let $p \in S(A)$ and $q \in S(B)$ such that $q$ is an extension of $p$. Assume that $p$ is generic. Then $q$ is generic if and only if it is a non-forking extension of $p$.

For a given set of parameters, we cannot in general say that there exists a unique generic type. However, one can identify a subgroup of $\mathscr{G}$, called the generic component of $\mathscr{G}$, in which there is only one generic type over models.

Definition 1.1.11 ( 43 , Section 1.d]). Let $\varphi(x, \bar{y})$ be a $\mathcal{L}$-formula. The connected component of $\mathscr{G}$, denoted $\mathscr{G}^{0}$, is the intersection of all finite index subgroups of $G$ definable by an $\mathcal{L}$-formula.

Remark 1.1.12. We could have defined the connected component allowing parameters in any given set $A$, giving a connected component over $A$ denoted $\mathscr{G}_{A}^{0}$. However, as explained in [43. Section 1.d], since we work in a stable theory, we have $\mathscr{G}_{A}^{0}=\mathscr{G}^{0}$. Thus the notion of a connected component over $A$ is not necessary.

Example 1.1.13. In $T=\operatorname{Th}(\mathscr{Z})$, $\mathscr{G}^{0}$ is the subgroup $\bigcap_{n \in \mathbf{N}} n G$.
Proof. This again follows from quantifier elimination in $T$, which implies that the only groups definable in $\mathscr{G}$ are of the form $n G$, which have finite index in $\mathscr{G}$. Hence $\mathscr{G}^{0}=\bigcap_{n \in \mathbf{N}} n G$.

Proposition 1.1.14 ([43, Proposition 5.9 and Section 5.c]). Let $\mathscr{H} \prec \mathscr{G}$. There exists a unique generic type $p$ over $H$ such that $p(H) \subset \mathscr{G}^{0}$ and it is called the principal generic type over $\mathscr{H}$. Furthermore, $U(T)=U(p)$.

For $T=\operatorname{Th}(\mathscr{Z})$, the principal generic over $\mathbf{Z}$ is the type determined by $\left\{D_{n}(x) \mid n \in\right.$ $\left.\mathbf{N}^{>1}\right\}$ 。

By stationarity of types over models, we get that the generic type over $\mathscr{H}$ has a unique generic extension to any parameter set.

Proposition 1.1.15. Let $\mathscr{H} \prec \mathscr{G}$. Let $H \subset A \subset G$. Then the principal generic type over $H$ has a unique generic extension in $S_{1}(A)$.
1.2 Dependent theories

In this section, we present the material needed in Chapter 5 on dependent theories. We fix $T$ a complete $\mathcal{L}$-theory with infinite models and we let $\mathscr{M}$ be a monster model of $T$. The main reference on dependent theories we used is [50].

Definition 1.2.1 ([50, Definition 2.1]). 1. Let $\varphi(\bar{x}, \bar{y})$ be an $\mathcal{L}$-formula. We say that $\varphi(\bar{x}, \bar{y})$ is dependent if there do not exist $A \subset M^{|\bar{x}|}$ infinite countable and $\left(\bar{b}_{I} \mid\right.$ $I \subset A)$ a sequence in $M^{|\bar{y}|}$ such that

$$
\mathscr{M} \models \varphi\left(\bar{a}, \bar{b}_{I}\right) \text { if and only if } a \in I, \text { for all } \bar{a} \in A .
$$

2. $T$ is said dependent if all $\mathcal{L}$-formulas $\varphi(\bar{x}, \bar{y})$ are dependent.

A standard fact about dependent theories is that it is enough to check the dependency of formulas $\varphi(\bar{x}, \bar{y})$ with $|\bar{x}|=1$ (see [50, Proposition 2.11]). Even more, we have the following result when $T$ has quantifier elimination.

Lemma 1.2.2 ([50, Lemma 2.9]). Assume that $T$ has quantifier elimination. Then $T$ is dependent if and only if all atomic formulas $\varphi(x, \bar{y})$ are dependent.

The following characterization of independence will be useful in Chapter 5
Proposition 1.2.3 ([50, Lemma 2.7]). Let $\varphi(\bar{x}, \bar{y})$ be an $\mathcal{L}$-formula. Then $\varphi(\bar{x}, \bar{y})$ is independent if and only if there exist an indiscernible sequence $\left(\bar{a}_{i} \mid i \in \omega\right)$ in $M^{|\bar{x}|}$ and $\bar{b} \in M^{|\bar{y}|}$ such that

$$
\mathscr{M} \models \varphi\left(\bar{a}_{i}, \bar{b}\right) \text { if and only if } i \text { is even. }
$$

As a result, it is possible to associate to each dependent formula $\varphi(\bar{x}, \bar{y})$ a minimal natural number, called alternation number, $n=\operatorname{alt}(\varphi)$ such that for all indiscernible sequences $\left(\bar{a}_{i} \mid i \in \omega\right)$ in $M^{|\vec{x}|}$ and $\bar{b} \in M^{|\vec{y}|}$, we cannot find $i_{1}<\cdots<i_{n} \in \omega$ with $\neg\left(\varphi\left(\bar{a}_{i,}, \bar{b}\right) \leftrightarrow \varphi\left(\bar{a}_{i_{j+1}}, \bar{b}\right)\right)$ for all $j \in[n]$. (See [50, Page 9] for more details.)

A similar characterization of dependence in terms of indiscernible sequence holds.
Proposition 1.2.4 ([50, Proposition 2.8]). Let $\lambda$ be $\omega$ or $\omega_{1}$. Let $\varphi(\bar{x}, \bar{y})$ be an $\mathcal{L}$-formula. Then $\varphi(\bar{x}, \bar{y})$ is dependent if and only if for all indiscernible sequence ( $\bar{a}_{i} \mid i \in \lambda$ ) in $M^{|\bar{x}|}$ and all $\bar{b} \in M^{|\bar{y}|}$, the truth value of $\varphi\left(\bar{a}_{i}, \bar{b}\right)$ is eventually constant.

Remark 1.2.5. The statement of [50, Proposition 2.8] actually requires that Proposition 1.2.4 holds for arbitrary linear orders instead of just $(\lambda,<)$. But as stated after the proof of [50, Proposition 2.8], it is enough to restrict ourselves to a fixed $(\lambda,<)$, by compactness and Ramsey's Theorem.

As we almost always use this last characterization of dependency, we shall omit to explicitly appeal to Proposition 1.2 .4 in the rest of this text.

Let us give examples of dependent theories.
Example 1.2.6. Any stable theory is dependent.
Proof. One way of showing this is as follows. Recall that in a stable theory an indiscernible sequence ( $a_{i} \mid i \in \omega$ ) over $A$ is totally indiscernible: for all $\bar{i}, \bar{j} \in \omega^{n}$, $\operatorname{tp}\left(a_{i_{1}}, \ldots, a_{i_{n}} / A\right)=\operatorname{tp}\left(a_{j_{1}}, \ldots, a_{j_{n}} / A\right)$ (see [53, Lemma 9.1.1]). We will show that given $\varphi(x, \bar{y})$ and $\left(a_{i} \mid i \in \omega\right)$ totally indiscernible, there exists $n \in \mathbf{N}$ such that for all $\bar{b} \in M^{|\bar{y}|}$, either $\left|\left\{i \in \omega \mid \mathscr{M} \models \varphi\left(a_{i}, \bar{b}\right)\right\}\right| \leq n$ or $\left|\left\{i \in \omega \mid \mathscr{M} \models \neg \varphi\left(a_{i}, \bar{b}\right)\right\}\right| \leq n$. This of course implies that $\varphi(x, \bar{y})$ is dependent, and so does $T$ by [50, Proposition 2.11].

Assume towards a contradiction that for all $n \in \mathbf{N}$, there exists $\bar{b}_{n} \in M^{|\bar{y}|}$ such that $\left|\left\{i \in \omega \mid \mathscr{M} \models \varphi\left(a_{i}, \bar{b}_{n}\right)\right\}\right|>n$ and $\left|\left\{i \in \omega \mid \mathscr{M} \models \neg \varphi\left(a_{i}, \bar{b}_{n}\right)\right\}\right|>n$. Let $\kappa \geq \aleph_{0}$. We want to show that there exists $A \subset M$ such that $\left.\left|S_{|\bar{y}|}\right| A\right) \mid=2^{\kappa}$, contradicting stability. By [53, Lemma 5.1.3], there exists $\left(a_{i}^{\prime} \mid i \in \kappa\right)$ indiscernible such that for all $\bar{i} \in \kappa^{n}, \operatorname{tp}\left(a_{i_{1}}^{\prime}, \ldots, a_{i_{n}}^{\prime}\right)=\operatorname{tp}\left(a_{1}, \ldots, a_{n}\right)$. Let $A=\left\{a_{i}^{\prime} \mid i \in \kappa\right\}$ and let us show that $\left|S_{|\bar{y}|}(A)\right|=2^{\kappa}$. Given disjoint subsets $I_{1}, I_{2}$ of $\kappa$, the formula

$$
\bigwedge_{i \in I_{1}} \varphi\left(a_{i}^{\prime}, \bar{y}\right) \wedge \bigwedge_{i \in I_{2}} \neg \varphi\left(a_{i}^{\prime}, \bar{y}\right)
$$

is consistent, because of total indiscernibility of $\left(a_{i}^{\prime} \mid i \in \kappa\right)$. Hence $\left|S_{|\bar{y}|}(A)\right|=2^{\kappa}$.
Example 1.2.7. Presburger arithmetic, that is $\operatorname{Th}(\mathbf{Z},+, 0,<)$, is dependent.
Proof. This is done using quantifier elimination of $\operatorname{Th}(\mathbf{Z},+, 0,<)$ in the language $\left\{+,-, 0,<, D_{n} \mid n \in \omega\right\}$ (see [33, Corollary 3.1.21]) and Lemma 1.2.2. By quantifier elimination, an atomic formula $\varphi(x, \bar{y})$ is one of the following formulas:

1. $n x+t(\bar{y})>0$ for some $n \in \mathbf{Z}$ and $t(\bar{y})$ a term;
2. $n x+t(\bar{y})=0$ for some $n \in \mathbf{Z}$ and $t(\bar{y})$ a term;
3. $D_{n}(k x)$, for some $n \in \mathbf{N}^{>1}$ and $k \in \mathbf{Z}$;
4. $D_{n}(t(\bar{y}))$, for some $n \in \mathbf{N}^{>1}$ and $t(\bar{y})$ a term.

The last two formulas are dependent, because their truth value depend either only on $x$ or on $\bar{y}$. The same is true if $n=0$ in the first two cases. For the first two cases, with $n \neq 0$, we take advantage of the separation of variables (and this is a property of terms that we will try to obtain later in Chapter 5).

Let $\mathscr{M}$ be a monster model. Let $\left(a_{i} \mid i \in \omega\right)$ be indiscernible and $\bar{b} \in M^{|\bar{y}|}$. In particular $\left(a_{i} \mid i \in \omega\right)$ is either constant or strictly monotone. If it is constant, then $\varphi\left(a_{i}, \bar{b}\right)$ has constant truth value. If $\left(a_{i} \mid i \in \omega\right)$ is strictly monotone, then there exists $i_{0} \in \omega$ such that

1. either $n a_{i}>-t(\bar{b})$ for all $i \geq i_{0}$. In that case $n a_{i}+t(\bar{b})>0$ and $\neg\left(n a_{i}+t(\bar{b})=0\right)$ for all $i \geq i_{0}$;
2. or $n a_{i}<-t(\bar{b})$ for all $i \geq i_{0}$. In that case $\neg\left(n a_{i}+t(\bar{b})>0\right)$ and $\neg\left(n a_{i}+t(\bar{b})=0\right)$ for all $i \geq i_{0}$.

This concludes the proof.
Our last example will be useful in Chapter 5. as one of our tasks will be to reduce dependency of expansions of $(\mathbf{Z},+, 0,<)$ by a sparse set $R$ to the dependency of the theory of $R$ with the successor function, the order and predicates for congruence relations.

Example 1.2.8. Let $\mathcal{P}$ be a subset of $\mathfrak{P}(\mathbf{N})$. Let $\mathcal{L}$ be the language $\left\{S, S^{-1}, 0,<, P_{X} \mid X \in\right.$ $\mathcal{P}\}$, where $S$ and $S^{-1}$ are unary functions and $P_{X}$ is a unary predicate for all $X \subset R$. Let $\mathscr{N}_{\mathcal{P}}$ be the $\mathcal{L}$-structure with domain $\mathbf{N}, S(n)=n+1, S^{-1}(n+1)=n, S^{-1}(0)=0$, $P_{X}(\mathbf{N})=X$ and $<$ is the usual order on $\mathbf{N}$. Then $T=\operatorname{Th}\left(\mathscr{N}_{\mathcal{P}}\right)$ is dependent.

Proof. This is done as in [50, Section A.1.1], after noticing that $S$ and $S^{-1}$ are definable in $(\mathbf{N}, 0,<)$.

This last example will be used as follows. Consider a sequence $\left(r_{n}\right)$ in $\mathbf{N}$ that is strictly increasing. Let $R=\left\{r_{n} \mid n \in \mathbf{N}\right\}$. We equip $R$ with the following structure in the language $\left\{S, S^{-1}, c,<, D_{n, k} \mid k<n \in \mathbf{N}\right\}: S\left(r_{n}\right)=r_{n+1}, S^{-1}\left(r_{n+1}\right)=r_{n}, c=r_{0}$, $<$ is the order induced by the one on $\mathbf{N}$ and $D_{n, k}$ is the set of elements in $R$ that are equal to $k$ modulo $n$. Let $\mathscr{R}$ denote this structure. Then $\mathscr{R}$ is definable in $\mathcal{N}_{\mathcal{P}}$ where $\mathcal{P}$ is obtained from the sets $D_{n, k}$. Thus $\operatorname{Th}(\mathscr{R})$ is dependent.

### 1.3 Linear recurrence sequences

In the course of Chapter 3, we will need several facts on linear recurrence sequences. We collect in this section these facts, without proofs, unless we could not find one in the literature.

We first define the Kepler limit of a general sequence of complex numbers. This limit, if it exists, indicates how fast the sequence grows.

Definition 1.3.1. Let $\left(r_{n}\right) \subset \mathbf{C}$. Then the Kepler limit of $\left(r_{n}\right)$ is the following limit, if it exists in $\mathbf{C}_{\infty}$,

$$
\lim _{n \rightarrow \infty} \frac{r_{n+1}}{r_{n}}
$$

We now define what is a linear recurrence sequence.
Definition 1.3.2. Let $\left(r_{n}\right) \subset \mathbf{C}$. Then $\left(r_{n}\right)$ is a linear recurrence sequence if there exist $k \in \mathbf{N}^{>0}$ and $a_{0}, \ldots, a_{k-1} \in \mathbf{C}$ such that for all $n \in \mathbf{N}$,

$$
\begin{equation*}
a_{0} r_{n}+a_{1} r_{n+1}+\cdots+a_{k-1} r_{n+k-1}=r_{n+k} . \tag{1.1}
\end{equation*}
$$

The polynomial $P(X)=X^{k}-a_{k-1} X^{k-1}-\cdots-a_{0}$ is called the companion polynomial of $\left(r_{n}\right)$ associated to (1.1). The numbers $r_{0}, \ldots, r_{k-1}$ are called the initial conditions of $\left(r_{n}\right)$ associated to (1.1).

Definition 1.3.3. Let $\left(r_{n}\right)$ be a linear recurrence sequence. Let $P$ be the companion polynomial of $\left(r_{n}\right)$ of smallest degree. Then $P$ is called the minimal polynomial of $\left(r_{n}\right)$, and $\operatorname{deg}(P)$ is called the order of $\left(r_{n}\right)$.

In the following result, given $P \in \mathbf{C}[X]$ of degree $k \in \mathbf{N}, P^{-}(X)$ is the polynomial

$$
\sum_{i=0}^{k} a_{i} X^{k-i}
$$

where $P(X)=a_{0}+a_{1} X+\cdots+a_{k} X^{k}$.

Theorem 1.3.4 ([51, Theorem 4.1.1]). Let $\left(r_{n}\right)$ be a sequence in $\mathbf{C}$. Let $P \in \mathbf{C}[X], P(X)=$ $X^{k}-a_{k-1} X^{k-1}-\cdots-a_{0}$. Let $\theta_{1}, \ldots, \theta_{\ell}$ be the distinct roots of $P$ and $k_{i}$ their multiplicity. Then the following are equivalent:

1. $\left(r_{n}\right)$ satisfy a linear recurrence relation with companion polynomial $P(X)$;
2. there exists $Q \in \mathbf{C}[X]$ such that $\operatorname{deg}(Q)<\operatorname{deg}(P)$ and

$$
\sum_{n \in \mathbf{N}} r_{n} X^{n}=\frac{Q(X)}{P^{-}(X)}
$$

3. (Binet's formula) there exists $P_{1}, \ldots, P_{\ell} \in \mathbf{C}[X]$ such that $\operatorname{deg} P_{i}<k_{i}$ for all $i \in[\ell]$ and for all $n \in \mathbf{N}$

$$
r_{n}=\sum_{i=1}^{\ell} P_{i}(n) \theta_{i}^{n}
$$

Corollary 1.3.5 ([51, Corollary 4.2.1]). Let $\left(r_{n}\right)$ be a linear recurrence sequence and $P$ a polynomial. In the context of Theorem 1.3.4 the following are equivalent:

1. $P$ is the minimal polynomial of $\left(r_{n}\right)$;
2. $Q$ and $P^{-}$are relatively prime;
3. $\operatorname{deg} P_{i}=k_{i}-1$ for all $i \in[\ell]$.

Example 1.3.6. 1. The Fibonacci sequence Fib is the following recurrence sequence: $r_{0}=0, r_{1}=1$ and $r_{n+1}=r_{n+1}+r_{n}$. Its minimal polynomial is $X^{2}-X-1$. Fib has a Kepler limit, which is the golden ratio $(1+\sqrt{5}) / 2$. We also have

$$
r_{n}=\frac{1}{\sqrt{5}}\left(\left(\frac{1+\sqrt{5}}{2}\right)^{n}-\left(\frac{1-\sqrt{5}}{2}\right)^{n}\right)
$$

2. for any $q \in \mathbf{C}$, the sequence $\left(q^{n}\right)$ is a linear recurrence sequence, with minimal polynomial $P(X)=X-q: r_{0}=1$ and $r_{n+1}=q r_{n}$.

We define an action of $\mathbf{C}[X]$ on the set of sequences of integers. We let $X$ act as the shift $\sigma$ : for all $n \in \mathbf{N}$ and all sequence $\left(s_{n}\right), \sigma\left(s_{n}\right)=s_{n+1}$. Likewise, $X^{i}$ acts as $\sigma^{i}$. We extend this by linearity: if $Q(X)=\sum_{i=0}^{d} a_{i} X^{i}$, then $Q$ acts as $\sum_{i=0}^{d} a_{i} \sigma^{i}$. This action has the following property: for all $Q, Q^{\prime} \in \mathbf{C}[X], Q Q^{\prime}$ acts as the action of $Q^{\prime}$ followed by the action of $Q$. Let $Q$. denote the action of $Q$. Note that if $P$ is the minimal polynomial of the linear recurrence sequence $\left(r_{n}\right)$, then $P_{R} \cdot\left(r_{n}\right)=(0)$.

The next proposition states that the polynomials in $\mathbf{C}[X]$ that are companion polynomials of a given linear recurrence sequence $\left(r_{n}\right)$ form an ideal and this ideal is generated by the minimal polynomial of $\left(r_{n}\right)$.

Proposition 1.3.7. Let $R=\left(r_{n}\right)$ be a linear recurrence relation and let $Q \in \mathbf{C}[X], Q(X)=$ $\sum_{i=0}^{d} a_{i} X^{i}$. Let $P_{R}$ be the minimal polynomial of $R$. The following are equivalent

1. $P_{R}$ divides $Q$ (in $\mathbf{C}[X]$ );
2. $Q \cdot\left(r_{n}\right)=(0)$, that is for all $n \in \mathbf{N}, a_{0} r_{n}+a_{1} r_{n+1}+\cdots+a_{d} r_{n+d}=0$.

Proof. By the euclidean algorithm (in $\mathbf{C}[X]$, see [26, Theorem 2.14]), we have $Q=$ $Q_{1} P_{R}+Q_{2}$, for some $Q_{1}, Q_{2} \in \mathbf{C}[X]$ with $\operatorname{deg}\left(Q_{2}\right)<\operatorname{deg}\left(P_{R}\right)$.

First assume that $P_{R}$ divides $Q$. Then $Q=Q_{1} P_{R}$. Thus, $Q \cdot\left(r_{n}\right)=\left(Q_{1} P_{R}\right) \cdot\left(r_{n}\right)=$ $Q_{1} \cdot\left(P_{R} \cdot\left(r_{n}\right)\right)=Q_{1} \cdot(0)=(0)$. This implies that $Q \cdot\left(r_{n}\right)=(0)$.

Second assume that $Q \cdot\left(r_{n}\right)=(0)$. Since $P_{R} \cdot\left(r_{n}\right)=(0)$, we get that $Q_{2} \cdot\left(r_{n}\right)=(0)$, which contradicts the minimality of $P_{R}$, unless $Q_{2}=0$. So $P_{R}$ must divide $Q$.

The existence of a Kepler limit for a given linear recurrence sequence have been investigated in full generality by A. Fiorenza and G. Vincenzi in [22]. We reformulate here [22, Theorem 2.3].

From now on when $\left(r_{n}\right)$ a linear recurrence sequence is considered with companion polynomial $P$, we assume the following. Let $\theta_{1}, \ldots, \theta_{\ell}$ be roots of $P$ such that for all $n \in \mathbf{N}$

$$
r_{n}=\sum_{i=1}^{\ell} P_{i}(n) \theta_{i}^{n},
$$

where for all $i \in[\ell] \operatorname{deg}\left(P_{i}\right)<k_{i}, k_{i}$ is the multiplicity of $\theta_{i}$ as a root of $P$, and $P_{i} \neq 0$. Assume furthermore that $\left|\theta_{i}\right| \geq\left|\theta_{i+1}\right|$ and $\left|\theta_{i}\right|=\left|\theta_{i+1}\right| \Rightarrow \operatorname{deg}\left(P_{i}\right) \geq \operatorname{deg}\left(P_{i+1}\right)$ for all $i \in[\ell]$. In summary, we order the roots of $P$ decreasingly according to their modulus first and then according to the degree of their coefficient in Binet's formula.

Theorem 1.3.8 ([22, Theorem 2.3]). Assume that that $\left\{n \in \mathbf{N} \mid r_{n}=0\right\}$ is finite. Then ( $r_{n}$ ) has a Kepler limit if and only if $\left|\theta_{1}\right|>\left|\theta_{2}\right|$ or $\operatorname{deg}\left(p_{1}\right)>\operatorname{deg}\left(p_{2}\right)$. Furthermore, if $\left(r_{n}\right)$ has a Kepler limit, then it is equal to $\theta_{1}$.

A remarkable result on linear recurrence sequence is the so called Skolem-MahlerLech Theorem, which states that the set of indices at which a linear recurrence sequence takes the value 0 is an ultimately periodic subset of $\mathbf{N}$.

Theorem 1.3.9 ([21, Theorem 2.1]). Let $\left(r_{n}\right)$ be a linear recurrence sequence in $\mathbf{C}$. Then there exist a finite set $F \subset \mathbf{N}$ and $\left(a_{1}, b_{1}\right), \ldots,\left(a_{\ell}, b_{\ell}\right) \in \mathbf{N} \times \mathbf{N}^{>0}$ such that

$$
\left\{n \in \mathbf{N} \mid r_{n}=0\right\}=F \cup \bigcup_{i=1}^{\ell}\left(a_{i}+b_{i} \mathbf{N}\right) .
$$

An important class of linear recurrence sequences are the so called non-degenerate ones.

Definition 1.3.10. Let $\left(r_{n}\right)$ be a linear recurrence sequence with minimal polynomial $P$. Then $\left(r_{n}\right)$ is called non-degenerate if for all $\theta_{1} \neq \theta_{2}$, two roots of $P, \theta_{1} / \theta_{2}$ is not a root of unity.

One useful tool in the study of linear recurrence sequence is the following result.
Theorem 1.3.11 ([21, Theorem 1.2]). Let $\left(r_{n}\right)$ be a linear recurrence sequence. Then there exists $m \in \mathbf{N}$ such that for all $i \in\{0, \ldots, m-1\}$, the sequence $\left(r_{i+n m}\right)$ is either identically 0 or non-degenerate.

This theorem often allows to study general linear recurrence sequence via their non-degenerate subsequences.

We now concentrate on linear recurrence sequences in $\mathbf{Z}$.
Proposition 1.3.12. Let $\left(r_{n}\right)$ be a linear recurrence sequence in $\mathbf{Z}$. Then for all $k \in \mathbf{N}$, the sequence $\left(r_{n} \bmod k\right)$ is ultimately periodic.

Proof. Let $d$ be the order of $\left(r_{n}\right)$ and $P(X)=X^{d}-a_{d-1} X^{d-1}+\cdots+a_{0}$ be its minimal polynomial. Consider the tuples $x_{n}=\left(r_{n+d-1} \bmod k, \ldots, r_{n} \bmod k\right) \in(\mathbf{Z} / k \mathbf{Z})^{d}$. Since $(\mathbf{Z} / k \mathbf{Z})^{d}$ is finite, there exists $n_{0}, \ell \in \mathbf{N}$ such that $x_{n_{0}}=x_{n_{0}+\ell}$. We show by induction that $x_{n}=x_{n+\ell}$ for all $n \geq n_{0}$. Let $n>n_{0}$. Let us show that $x_{n}=x_{n+\ell}$, that is

$$
\left(r_{n+d-1} \bmod k, \ldots, r_{n} \quad \bmod k\right)=\left(r_{n+\ell+d-1} \bmod k_{1} \ldots, r_{n+\ell} \bmod k\right)
$$

We know by induction hypothesis that for all $i \in\left\{n_{0}, \ldots, n-1\right\}, x_{i}=x_{i+\ell}$. This implies in particular that for all $i \in\left\{n_{0}, \ldots, n-1\right\}, r_{i+d} \bmod k=r_{i+\ell+d} \bmod k$, so that $r_{n+\ell+d-1} \bmod k=r_{n+d-1} \bmod k$. And since $x_{n-1}=x_{n-1+\ell}$, we have that $r_{n+i}$ $\bmod k=r_{n+i+\ell} \bmod k$ for all $i \in\{0, \ldots, d-2\}$. Thus $x_{n}=x_{n+\ell}$.

We end the preliminaries on linear recurrence sequences with an answer to the following question: under what conditions on $Q \in \mathbf{Q}[X]$ of degree $d>0$ and $r_{0}, \ldots, r_{d-1} \in \mathbf{Z}$, do we have that the linear recurrence with companion polynomial $Q$ and initial conditions $\bar{r}$ is always in $\mathbf{Z}$ ?

Proposition 1.3.13. Let $P, Q \in \mathbf{Z}[X]$, with $\operatorname{deg}(P)<\operatorname{deg}(Q)$. Assume that $P^{-}$and $Q$ are relatively prime in $\mathbf{Z}[X]$ and that there exists $\left(r_{n}\right) \subset \mathbf{C}$ such that

$$
\sum_{i \in \mathbf{N}} r_{n} X^{n}=\frac{Q(X)}{P^{-}(X)}
$$

Then $r_{n} \in \mathbf{Z}$ for all $n \in \mathbf{N}$ if and only if $P^{-}(0)= \pm 1$.

Proof. The only if part of the proposition is done in [47, Lemmas I and II].
For the if part, assume that $P^{-}(0)= \pm 1$. So, there exists $R \in \mathbf{Z}[X]$ such that $P^{-}(X)= \pm(1-X R(X))$. Therefore

$$
\frac{Q(X)}{P^{-}(X)}= \pm Q(X) \sum_{i \in \mathbf{N}}(X R(X))^{i}
$$

This shows that $r_{n}$ is in $\mathbf{Z}$ for all $\in \mathbf{N}$.

## CHAPTER <br> 2

## TAME PAIRS

In this chapter, we make precise the general theme of this dissertation.
In the first section, we discuss results that concern tame pairs, with a focus on stability and dependency. Here, a pair is just an $\mathcal{L}$-structure $\mathscr{M}$ expanded by a subset $A$ of $M$, denoted $\mathscr{M}_{A}$. Among other things, preservation of stability and dependency are discussed for pairs and these results show that tameness of the induced structure on $A$ (that is the trace of definable subsets of $\mathscr{M}$ on the cartesian powers of $A$ ) is important, as well as a syntactical condition of the pair $\mathscr{M}_{A}$ called boundedness. Because this notion can be difficult to check, we list several more manageable properties that imply boundedness, most notably, in the stable context, the lack of a relative notion of the finite cover property for $\mathscr{M}$. Most results of this section are due to E. Casanovas and M. Ziegler for the stable case and A. Chernikov and P. Simon for the dependent case.

In the second section, we give an overview of known results on pairs $\mathscr{Z}_{A}$, where $A \subset \mathbf{Z}$. We review the work of D. Palacín and R. Sklinos, B. Poizat, G. Conant and C. Laskowski on expansions of $\mathscr{Z}$ by a unary predicate. Apart from various examples, we promote the work of G. Conant and C. Laskowski who managed to show that the stability of a pair $\mathscr{Z}_{A}$ depends only on the stability of the induced structure on $A$. We also take some time to discuss expansions by a set enumerated by a linear recurrence sequence, where interesting phenomena occur. We end this section with a review of pairs $\mathscr{Z}_{A}$, where $A$ is the set of integers whose absolute value is a prime number.

### 2.1 Stable and dependent pairs

The main theme of this thesis is the study of expansions of $(\mathbf{Z},+, 0)$ and $(\mathbf{Z},+, 0,<)$ by a unary predicate. Of particular interest to us is the preservation of properties such as superstability in case of $(\mathbf{Z},+, 0)$ and dependency in case of $(\mathbf{Z},+, 0,<)$. These question arise at a very general level in abstract model theory, in the study of pairs. Let us give the setting in which the study of pairs is formulated.

We start with a complete $\mathcal{L}$-theory $T$ with infinite models, a model $\mathscr{M}$ of $T$ and $A \subset M$ infinite. The pair associated to $\mathscr{M}$ and $A$ is the following structure: setting
$\mathcal{L}_{R}=\mathcal{L} \cup\{R\}$, where $R$ is a new unary predicate symbol, we consider the natural $\mathcal{L}_{R}$-expansion on $\mathscr{M}$ with $R(M)=A$, which we note $\mathscr{M}_{A}$. In this setting, the main problem in the study of pairs is the following: under what conditions of $\mathscr{M}$ and $A$ do nice properties of $\mathscr{M}$ (such as stability and dependency) transfer to the pair $\mathscr{M}_{A}$ ? In what follows, we concentrate mostly on the transfer of stability and dependency of $\mathscr{M}$ to a pair $\mathscr{M}_{A}$. Therefore, we assume now that $\mathscr{M}$ is either stable on dependent and use the adjective tame to refer to these properties.

The first relevant observation in this context is that the trace of definable subsets on $A$ must be tame. This means that for all $\mathcal{L}$-formula $\varphi(\bar{x}),|\bar{x}|=n$, the formula $\varphi(\bar{x}) \wedge R\left(x_{1}\right) \wedge \cdots \wedge R\left(x_{n}\right)$ must be tame, that is either stable or dependent, depending on which tameness notion is considered. Therefore, the following definition is useful.

Definition 2.1.1. To each $\mathcal{L}$-formula $\varphi\left(x_{1}, \ldots, x_{n}\right)$, we associate a new $n$-ary predicate $R_{\varphi, n}$ and we denote by $\mathcal{L}_{\text {ind }}$ the language

$$
\left\{R_{\varphi, n} \mid \varphi\left(x_{1}, \ldots, x_{n}\right) \text { is an } \mathcal{L} \text {-formula }\right\}
$$

The induced structure on $A$ (by $\mathscr{M}$ ), denoted $A_{\text {ind }}$, is the $\mathcal{L}_{\text {ind }}$-structure whose domain is $A$ and $R_{\varphi, n}(A)=\varphi\left(M^{n}\right) \cap A^{n}$.

With this terminology, the observation we made before is that if $\mathscr{M}_{A}$ is tame, then $A_{\text {ind }}$ is tame. However, it is not enough in general that $A_{\text {ind }}$ be tame in order to deduce that $\mathscr{M}_{A}$ remains tame, although we shall see in the next section of this chapter that it is sometimes the case. One recurrent sufficient condition is the boundedness of the pair $\mathscr{M}_{A}$, which we recall now.

Definition 2.1.2. We say that the pair $\mathscr{M}_{A}$ is bounded if for all $\mathcal{L}_{R}$-formulas $\varphi(\bar{x})$ there is an $\mathcal{L}$-formula $\psi(\bar{x}, \bar{y})$ such that $\varphi$ is equivalent (in $\left.\operatorname{Th}\left(\mathscr{M}_{A}\right)\right)$ to the formula

$$
Q_{1} y_{1} \in R \ldots Q_{n} y_{n} \in R \psi(\bar{x}, \bar{y})
$$

where $Q_{i} \in\{\exists, \forall\}$.
Now we have the following preservation results. The first is due to E. Casanovas and M. Ziegler and the second is due to A. Chernikov and P. Simon.

Theorem 2.1.3 ([11, Proposition 3.1]). Let $\mathscr{M}$ be an $\mathcal{L}$-structure and let $A \subset M$. Suppose that the pair $\mathscr{M}_{A}$ is bounded. Then for all $\lambda \geq|\mathcal{L}|$, if $\mathscr{M}$ and $A_{\text {ind }}$ are $\lambda$-stable, then $\mathscr{M}_{A}$ is $\lambda$-stable.

Theorem 2.1.4 ([I2, Corollary 2.6]). Let $\mathscr{M}$ be an $\mathcal{L}$-structure and let $A \subset M$. Suppose that the pair $\mathscr{M}_{A}$ is bounded. Then $\mathscr{M}_{A}$ is dependent if both $\mathscr{M}$ and $A_{\text {ind }}$ are dependent.

Checking that a pair is bounded can be difficult, unless some desirable property such as quantifier elimination is known. Hence the need for criteria to get boundedness. On the stable side, the following definition is relevant.

Definition 2.1.5. 1. We say that $\mathscr{M}$ does not have the finite cover property (in short: $\mathscr{M}$ is $n f c p$ ) if for all formulas $\varphi(x, \bar{y})$, there exists $k \in \mathbf{N}$ such that for all $X \subset M^{|\bar{y}|}$ if the set

$$
\{\varphi(x, \bar{m}) \mid m \in X\}
$$

is $k$-consistent, then it is consistent.
2. We say that $\mathscr{M}$ has nfcp over $A$ if for all formulas $\varphi(x, \bar{y}, \bar{z})$, there exists $k \in \mathbf{N}$ such that for all $\bar{m} \in M^{|\bar{z}|}, X \subset A^{|\bar{\eta}|}$, if the set

$$
\{\varphi(x, \bar{a}, \bar{m}) \mid \bar{a} \in X\}
$$

is $k$-consistent, then it is consistent.
The relevance of nfcp is captured in the following result, called the f.c.p theorem, due to S. Shelah.

Theorem 2.1.6 ([17, Fact 3.9.(a)]). (We do not assume that $\mathscr{M}$ is tame here) $\mathscr{M}$ is nfcp if and only if $\mathscr{M}$ is stable and $\operatorname{Th}(\mathscr{M})$ eliminates $\exists^{\infty}$ in all imaginary sorts.

One example of nfcp structure is $(\mathbf{Z},+, 0)$ and this can be seen using quantifier elimination in the expanded language $\left\{+,-, 0, D_{n} \mid n \in \mathbf{N}^{>1}\right\}$, which implies that a definable subset is a boolean combination of a finite sets and cosets of subgroups.

Definition 2.1.7. We say that $A$ is small if there is an $\mathcal{L}_{R}$-structure $\mathscr{N}_{R(N)}$ elementary equivalent to $\mathscr{M}_{A}$ such that for all finite subsets $B$ of $N$, any type in $\mathcal{L}$ over $B \cup R(N)$ is realized in $\mathscr{N}$.

It turns out that the smallness of $A$ and nfcp over $A$ implies the boundedness of $\mathscr{M}_{A}$.

Theorem 2.1.8 ([|11, Proposition 2.1]). Assume that $A$ is small. If $\mathscr{M}$ is nfcp over $A$ then $\mathscr{M}_{A}$ is bounded.

Now the cost of using nfcp is the need to show that $A$ is small. A way of avoiding this is given in the following result, extracted from the proof of [11, Proposition 2.1] by Palacín and Sklinos (see also [37, Lemma 3.5]).

Theorem 2.1.9. Let $\mathscr{M}$ be a stable $\mathcal{L}$-structure and $A \subset M$. Assume that for all $\mathcal{L}$-formulas $\varphi(\bar{x}, y, \bar{z})$, there exists $k \in \mathbf{N}$ such that

$$
\mathscr{M}_{A} \vDash \forall \bar{x}\left(\left(\forall \bar{z}_{1} \in R \ldots \forall \bar{z}_{k} \in R \exists y \bigwedge_{j \in[k]} \varphi\left(\bar{x}, y, \bar{z}_{j}\right)\right) \rightarrow \exists y \forall \bar{z} \in R \varphi(\bar{x}, y, \bar{z})\right)
$$

Then $\mathscr{M}_{A}$ is bounded.
Proof. This is done by induction on the number of quantifiers of a formula. For the case where there are no quantifiers, we first point out that $R(x)$ is equivalent to $\exists y \in R(x=y)$. This shows that every quantifier-free formula is bounded. Now assume that $\varphi(\bar{x}, y)$ is bounded and let us show that $\exists y \varphi(\bar{x}, y)$ is equivalent to a bounded formula.

As $\varphi(\bar{x}, y)$ is bounded, there exists an $\mathcal{L}$-formula $\psi(\bar{x}, y, \bar{z})$ such that $\varphi(\bar{x}, y)$ is of the form

$$
Q_{1} z_{1} \in R \ldots Q_{n} z_{n} \in R \psi(\bar{x}, y, \bar{z})
$$

where $n=|\bar{z}|$ and $Q_{i} \in\{\exists, \forall\}$ for all $i \in[n]$. Since $\mathscr{M}$ is stable, there exists an $\mathcal{L}$-formula $\theta(\bar{z}, \bar{w})$ such that for all $\mathscr{N}_{B} \models \operatorname{Th}\left(\mathscr{M}_{A}\right)$, for all $\bar{m} \in N^{|\bar{x}|}$ and all $m^{\prime} \in N$, there exists $\bar{b} \in B^{|\bar{w}|}$ such that for all $\bar{a} \in B^{n}$

$$
\psi(\bar{x}, y, \bar{a}) \in \operatorname{tp}^{\mathcal{L}}\left(\bar{m}, m^{\prime} / A\right) \text { if and only if } \mathscr{N} \models \theta(\bar{a}, \bar{b})
$$

As a result, $\varphi(\bar{x}, y)$ is equivalent to the bounded formula

$$
\exists \bar{w} \in R\left(\forall \bar{z} \in R(\psi(\bar{x}, y, \bar{z}) \leftrightarrow \theta(\bar{z}, \bar{w})) \wedge Q_{1} z_{1} \in R \ldots Q_{n} z_{n} \in R \theta(\bar{z}, \bar{w})\right)
$$

Let $\tau(\bar{x}, y, \bar{z}, \bar{w})$ be the formula $\psi(\bar{x}, y, \bar{z}) \leftrightarrow \theta(\bar{z}, \bar{w})$. By assumption, there exists $k \in \mathbf{N}$ such that

$$
\mathscr{M}_{A} \vDash \forall \bar{x} \forall \bar{w}\left(\left(\forall \bar{z}_{1} \in R \ldots \forall \bar{z}_{k} \in R \exists y \bigwedge_{j \in[k]} \tau\left(\bar{x}, y, \bar{z}_{j}, \bar{w}\right)\right) \rightarrow \exists y \forall \bar{z} \in R \tau(\bar{x}, y, \bar{z}, \bar{w})\right)
$$

Thus, $\exists y \varphi(\bar{x}, y)$ is equivalent to the bounded formula

$$
\begin{aligned}
\exists \bar{w} \in R\left(\left(\forall \bar{z}_{1} \in R \ldots \forall \bar{z}_{k} \in R \exists y\right.\right. & \left.\bigwedge_{j \in[k]} \tau\left(\bar{x}, y, \bar{z}_{j}, \bar{w}\right)\right) \\
& \left.\wedge Q_{1} z_{1} \in R \ldots Q_{n} z_{n} \in R \theta(\bar{z}, \bar{w})\right)
\end{aligned}
$$

Now concerning the dependent case, nfcp is useless to infer boundedness of a pair, in view of Shelah's f.c.p Theorem. However A. Chernikov and P. Simon developed a candidate for a version of nfcp in the dependent context, called $d n f c p$ ( nfcp for definable sets of parameters).

Definition 2.1.10 ([13, Definition 38]). We say that $\mathscr{M}$ has $\operatorname{dnfcp}$ over $A$ if for all formulas $\varphi(x, \bar{y}, \bar{z})$, there exists $k \in \mathbf{N}$ such that for all $\bar{m} \in M^{|\bar{z}|}$, if the set

$$
\left\{\varphi(x, \bar{a}, \bar{m}) \mid \bar{a} \in A^{|\bar{y}|}\right\}
$$

is $k$-consistent, then it is consistent.
Observe that the content of Theorem 2.1.9 precisely states that in the stable context, if $\mathscr{M}$ is dnfcp over $A$ in a strong form, then $\mathscr{M}_{A}$ is bounded. Also, we have that nfcp over $A$ implies dnfcp over $A$.

In the dependent context, $\operatorname{dnfcp}$ over $A$ and smallness of $A$ is not quite sufficient to deduce that $\mathscr{M}_{A}$ is bounded. What is missing, in comparison to stable case, is that $A$ is not necessarily uniformly stably embedded, a property automatically satisfied in the stable context. This property states in particular that the trace on $A$ of a definable set with parameters in $M$ can be defined with parameters in $A$.

Definition 2.1.11. We say that $A$ is uniformly stably embedded if for any $\mathcal{L}$-formula $\varphi(\bar{x}, \bar{y})$ there exists a formula $\psi(\bar{x}, \bar{z})$ such that for all $\bar{m} \in M^{|\bar{y}|}$, there exists $\bar{a} \in A^{|\bar{z}|}$ such that

$$
\varphi\left(A^{|\bar{x}|}, \bar{m}\right)=\psi\left(A^{|\bar{x}|}, \bar{a}\right)
$$

Theorem 2.1.12 (13, Theorem 37]). Assume that A is small and uniformly stably embedded. If $\mathscr{M}$ has dnfcp over $A$, then $\mathscr{M}_{A}$ is bounded.

Even though in general sets in dependent theories are not uniformly stably embedded, a weak form of this property still holds.

Theorem 2.1.13 ([50, Theorem 3.13]). Let $\varphi(\bar{x}, \bar{y})$ be an $\mathcal{L}$-formula and $\bar{b} \in M^{|\bar{y}|}$. Assume that $\varphi(\bar{x}, \bar{y})$ is dependent. Then there exists an elementary extension $\mathscr{M}_{A^{\prime}}^{\prime}$ of $\mathscr{M}_{A}$, an $\mathcal{L}$-formula $\psi(\bar{x}, \bar{z})$ and $\bar{a} \in A^{\prime|\bar{z}|}$ such that

$$
\varphi\left(A^{|\bar{x}|}, \bar{b}\right) \subset \psi\left(A^{|\bar{x}|}, \bar{a}\right) \subset \varphi\left(A^{\prime|\bar{x}|}, \bar{b}\right)
$$

The formula $\psi(\bar{x}, \bar{a})$ is called an honest definition for $\varphi(\bar{x}, \bar{b})$. For the proof of 12 , Corollary 2.6], A. Chernikov and P. Simon introduced a relative notion of honest definition, which we will need in the course of Chapter 5 . We therefore end this section with a presentation of this notion and the relevant properties.

In what follows, we assume that $T$ is dependent and $\mathscr{N}$ is a monster model of $T$ containing $\mathscr{M}$.

Definition 2.1.14. Let $\mathscr{M} \prec \mathscr{N}, \varphi(\bar{x}, \bar{y})$ an $\mathcal{L}_{R}$-formula and $\bar{a} \in M^{|\bar{y}|}$.

1. We say that $\varphi(\bar{x}, \bar{y})$ has an honest definition over $R$ if there exists an $\mathcal{L}_{R}$-formula $\theta(\bar{x}, \bar{z})$ and $\bar{c} \in R(N)^{|\bar{z}|}$ such that $\theta(R(M), \bar{c})=\varphi(R(M), \bar{a})$ and

$$
\mathscr{N}_{R(N)} \vDash \forall \bar{x} \in R(\theta(\bar{x}, \bar{c}) \rightarrow \varphi(\bar{x}, \bar{a}))
$$

2. We say that $\varphi(\bar{x}, \bar{y})$ is dependent over $R$ if there do not exist $\left(\bar{a}_{i} \mid i \in \omega\right)$ in $R(N)^{|\bar{x}|}$ $\mathcal{L}_{R}$-indiscernible and $\bar{b} \in N^{|\bar{y}|}$ such that $\mathscr{N} \mid=\varphi\left(\bar{a}_{i}, \bar{b}\right)$ if and only if $i$ is even.

Honest definition behave well under existential quantifications, conjunctions and disjunctions.

Lemma 2.1.15 ([12, Lemma 2.1]). Let $\mathscr{M} \prec \mathscr{N}$. Let $\varphi\left(\bar{x}_{1}, \bar{x}_{2}, \bar{y}\right)$ be an $\mathcal{L}_{R}$ formula and let $\bar{a} \in M^{\bar{y}}$. Assume that $\theta\left(\bar{x}_{1}, \bar{x}_{2}, \bar{c}\right)$ is an honest definition over $R$ for $\varphi\left(\bar{x}_{1}, \bar{x}_{2}, \bar{a}\right)$. Then $\exists \bar{x}_{1} \in R \theta\left(\bar{x}_{1}, \bar{x}_{2}, \bar{c}\right)$ is an honest definition over $R$ for $\exists \bar{x}_{1} \in R \varphi\left(\bar{x}_{1}, \bar{x}_{2}, \bar{a}\right)$.

Lemma 2.1.16. Let $\mathscr{M} \prec \mathscr{N}, \varphi_{1}(\bar{x}, \bar{y}), \varphi_{2}(\bar{x}, \bar{w}) \mathcal{L}_{R}$-formulas, $\bar{a}_{1} \in N^{|\bar{y}|}$ and $\overline{a_{2}} \in N^{|\bar{z}|}$. Assume that $\theta_{1}\left(\bar{x}, \bar{c}_{1}\right)$ is an honest definition over $R$ for $\varphi_{1}\left(\bar{x}, \bar{a}_{1}\right)$ and $\theta_{2}\left(\bar{x}, \bar{c}_{2}\right)$ is an honest definition over $R$ for $\varphi_{2}\left(\bar{x}, \bar{a}_{2}\right)$. Then $\theta_{1}\left(\bar{x}, \bar{c}_{1}\right) \wedge \theta_{2}\left(\bar{x}, \bar{c}_{2}\right)$ (resp. $\left.\theta_{1}\left(\bar{x}, \bar{c}_{1}\right) \vee \theta_{2}\left(\bar{x}, \bar{c}_{2}\right)\right)$ is an honest definition over $R$ for $\varphi_{1}\left(\bar{x}, \bar{a}_{1}\right) \wedge \varphi_{2}\left(\bar{x}, \bar{a}_{2}\right)\left(\operatorname{resp} . \varphi_{1}\left(\bar{x}, \bar{a}_{1}\right) \vee \varphi_{2}\left(\bar{x}, \bar{a}_{2}\right)\right)$.

The next lemma gives a link between the dependency of $\operatorname{Th}\left(\mathscr{N}_{R(N)}\right)$ and the dependency of $R(N)_{\text {ind }}$.

Lemma 2.1.17 ([12, Lemma 2.3]). Let $\left(\bar{a}_{i} \mid i \in \omega\right)$ be $\mathcal{L}_{R}$-indiscernible, $\left(\bar{b}_{2 i} \mid i \in \omega\right) a$ sequence of elements in $R(N)^{m}$ and $\delta\left(\bar{x}_{1}, \ldots, \bar{x}_{n}, \bar{y}_{1}, \ldots, \bar{y}_{n}\right)$ an $\mathcal{L}_{R}$-formula with $\left|\bar{x}_{i}\right|=\left|\bar{b}_{0}\right|$ and $\left|\bar{y}_{i}\right|=\left|\bar{a}_{0}\right|$ for all $i \in[n]$ and $n$ is even. Assume the following:

1. $\mathscr{N} \models \delta\left(\bar{b}_{2 i_{1}}, \ldots, \bar{b}_{2 i_{n}}, \bar{a}_{2 i_{1}}, \ldots, \bar{a}_{2 i_{n}}\right)$ for all $i_{1}, \ldots, i_{n} \in \omega$;
2. $\delta\left(\bar{x}_{1}, \ldots, \bar{x}_{n}, \bar{a}_{0}, \ldots, \bar{a}_{n-1}\right)$ has an honest definition over $A \theta\left(\bar{x}_{1}, \ldots, \bar{x}_{n}, \bar{c}\right)$ such that $\exists \bar{x}_{1} \bar{x}_{3} \ldots \bar{x}_{n-1} \in R \theta\left(\bar{x}_{1}, \ldots, \bar{x}_{n}, \bar{z}\right)$ is dependent over $R$.
Then there exists $i_{1}, \ldots, i_{n} \in \omega$ with $i_{j} \equiv_{2} j$ and $\left(\bar{b}_{i_{j}} \mid j \equiv_{2} 1, j \leq n\right)$ a tuple in $R(N)^{m}$ such that $\mathscr{N} \models \delta\left(\bar{b}_{i_{1}}, \ldots, \bar{b}_{i_{n}}, \bar{a}_{i_{0}}, \ldots, \bar{a}_{i_{n}}\right)$.

Remark 2.1.18. The statement of [12, Lemma 2.3] actually requires $A_{\text {ind }}$ to be dependent. However the proof of [12, Lemma 2.3] shows that the dependency over $R$ of $\exists \bar{x}_{1} \bar{x}_{3} \ldots \bar{x}_{n-1} \in R \theta\left(\bar{x}_{1}, \ldots, \bar{x}_{n}, \bar{z}\right)$ is sufficient.

### 2.2 Tame expansions of the group of integers

In this section, we give a partial account of known results of tame expansions of $(\mathbf{Z},+, 0)$ and $(\mathbf{Z},+, 0,<)$ by a unary predicate. We concentrate on three notions of tameness: stability, dependency and simplicity. We retain the setting of the previous
sections: we consider expansions of $(\mathbf{Z},+, 0)$ (resp. $(\mathbf{Z},+, 0,<))$ in the language $\mathcal{L}=$ $\{+, 0, R\}$ (resp. $\left.\mathcal{L}_{<}=\{+, 0,<, R\}\right)$ where $R$ is a unary predicate.

We start with stability. The following question, attributed to J. Goodrick by D. Palacín and R. Sklinos in [37], is still open.

Question 2.2.1 ([37, Question 4.7]). Characterize the subsets $A$ of $\mathbf{Z}$ for which $(\mathbf{Z},+, 0, A)$ is (super-)stable.

The first explicit examples of superstable expansions of $(\mathbf{Z},+, 0)$ are by the sets $A_{q}=\left\{q^{n} \mid n \in \mathbf{N}\right\}, q \in \mathbf{N}^{>1}$, and $B=\{n!\mid n \in \mathbf{N}\}$. Both expansions are the subject of [37] and expansions by $A_{q}$ have been independently considered by B. Poizat in [44]. The superstability of the pair $\left(\mathbf{Z},+, 0, A_{q}\right)$ is also a consequence of the work of R . Moosa and T. Scanlon [36].

Theorem 2.2.2. Let $q \in \mathbf{N}^{>1}$. Then

1. ([36, Theorem 6.11], [37. Theorem 2] and [44, Théorème 25]) $\mathrm{Th}\left(\mathbf{Z},+, 0, A_{q}\right)$ is superstable of Lascar rank $\omega$;
2. (37, Proposition 4.2]) $\operatorname{Th}(\mathbf{Z},+, 0, B)$ is superstable of Lascar rank $\omega$.

The approach in [37] rely on Theorem 2.1.3 while the approach in 44] rely on a back-and-forth argument to characterize $\omega$-saturated elementary extensions of $\left(\mathbf{Z},+, 0, A_{q}\right)$.

Let us briefly outline the proof of [44, Théorème 25]. The main step is to show that a $\omega$-saturated model $\mathscr{M}$ of $\operatorname{Th}\left(\mathbf{Z},+, 0,1, A_{q}\right)$ is of the form

$$
\hat{\mathbf{Z}} \times D_{1} \times D_{2}
$$

where $\hat{\mathbf{Z}}$ is the profinite completion of $\mathbf{Z}, D_{1}$ and $D_{2}$ are divisible groups of infinite dimension when considered as $\mathbf{Q}$-vector spaces and $\hat{\mathbf{Z}} \times D_{1}$ contains the group generated by $R(M)$. This is done using a back-and-forth argument observing the following crucial property: any element in the group $G$ generated by $R(M)$ can be uniquely written in the form $n_{0}+n_{1} a_{1}+\cdots+n_{k} a_{k}$ where $n_{0} \in \mathbf{Z}, n_{1} \ldots, n_{k} \in \mathbf{Z}$ are prime to $q$ and $a_{1}, \ldots, a_{k} \in R(M) \backslash A_{q}$ are in pairwise different orbits, that is $a_{i} \notin\left\{q^{n} a_{j} \mid n \in \mathbf{Z}\right\}$ for all $i \neq j$. Then using the characterization of $\omega$-saturated, $\operatorname{Th}\left(\mathbf{Z},+, 0,1, A_{q}\right)$ is shown to be superstable by calculating $U(a / \varnothing)$ for all $a$ in all $\omega$-saturated models. For the rank calculation, it is observed that the rank over $\varnothing$ of an element $a$ in $G$ is equal to the number of elements in $R(M) \backslash A_{q}$ in the decomposition of $a$. This shows that the rank is at least $\omega$. For the other inequality, it is observed that the principal generic type is the type of an element that is infinitely divisible, which has rank $\leq \omega$.

As we said earlier, the approach of D. Palacín and R. Sklinos in 37 relies on Theorem 2.1.3 and is quite different from the one of B. Poizat. As we shall give the details of the calculation of the rank in Chapter 3 (see Theorem 3.5.1), we only sketch the arguments needed to show superstability, in the case of $A_{q}$. Let us however point out that [37, Theorem 1] states that $(\mathbf{Z},+, 0)$ has no proper expansion of finite Lascar rank.

The proof of [37, Theorem 2] is done in two main steps

1. first they show that $\operatorname{Th}\left(\mathbf{Z},+, 0,1, A_{q}\right)$ is bounded. This is mainly due to the fact that $(\mathbf{Z},+, 0,1)$ has dnfcp over $A_{q}([37$, Lemmas 3.3 and 3.4$])$ and a version of this argument is done in Chapter 3. see Corollary 3.4.6. The main point here is that a finite union of sets of the form

$$
\left\{n_{0}+n_{1} a_{1}+\cdots+n_{k} a_{k} \mid \bar{a} \in A_{q}^{k}\right\}
$$

where $\bar{n} \in \mathbf{Z}^{k+1}$, cannot cover a non-trivial subgroup of $\mathbf{Z}$;
2. second they analyze traces of equations and congruence relations on $A_{q}$. For $k<n$, let $X_{q, k, n}$ be the elements of $A_{q}$ that are equal to $k$ modulo $n$. The relevant case is when $k$ and $n$ are coprime and $n$ and $q$ are coprime. Then we have (see 37. Lemma 3.9 and Remark 3.10])

$$
X_{q, k, n}=\left\{q^{m_{0}+\varphi(n) m} \mid m \in \mathbf{N}\right\},
$$

where $m_{0}$ is minimal such that $q^{m_{0}} \equiv_{n} k$ and $\varphi$ is Euler's phi function. Now given an equation $n_{1} x_{1}+\cdots+n_{k} x_{k}=\ell, \bar{n} \in \mathbf{Z}^{k}$ and $\ell \in \mathbf{Z}$, setting $S$ to be the set of non-degenerate solutions (that is solutions for which no proper sub-sum vanishes) in $\mathbf{Z}^{k}$ of this equation, [37, Lemma 3.11] states that $S \cap A_{q}^{k}$ contains only tuples $\left(q^{m_{1}}, \ldots, q^{m_{k}}\right)$ such that $\max \left\{\left|m_{i}-m_{j}\right| \mid i, j \in[k]\right\}$ is bounded by some constant only depending on $\bar{n}, \ell$ and $k$. As a result of this analysis, they show that $A_{q \text {,ind }}$ is superstable by interpreting it in the superstable structure $\left(\mathbf{N}, s, D_{n, k} \mid k<n \in \mathbf{N}\right)$, where $s$ is the successor function and $D_{n, k}$ is the set of natural numbers equal to $k$ modulo $n$.

After the publications of [37, 44], the examples treated there were generalized independently in two directions by G. Conant ([16]) and by F. Point and the author ([29]). These generalizations try to capture the exponential growth of the examples in [37. 44, via the notion of geometrically sparse set (see below) by G. Conant and by the existence of a Kepler limit by F. Point and the author. G. Conant published two other papers on superstable expansions of $(\mathbf{Z},+, 0)[15,17$ ], the last one in collaboration with C. Laskowski, which also uses techniques from [29]. In the papers [16, 15, 17], the results of E. Casanovas and M. Ziegler are also used to analyze superstable expansions
of $(\mathbf{Z},+, 0)$. What's more, Theorem 2.1.3 is improved in two ways. Let $A \subset \mathbf{Z}$ and consider $(\mathbf{Z},+, 0, A)$. We first need two definitions.

Definition 2.2.3. We let $A_{\text {ind }}^{0}$ be the reduct of $A_{\text {ind }}$ in the language

$$
\mathcal{L}_{\text {ind }}^{0}=\left\{R_{\varphi, r} \mid \varphi(\bar{x}) \text { is of the form } a_{1} x_{1}+\cdots+a_{n} x_{n}=0, \bar{a} \in \mathbf{Z}^{n}\right\}
$$

Therefore $A_{\mathrm{ind}}^{0}$ is the induced structure on $A$ by equations.
Definition 2.2.4. Let $\mathscr{M}$ be an $\tilde{\mathcal{L}}$-structure. Let $\tilde{\mathcal{L}}^{1}$ be the expansion of $\tilde{\mathcal{L}}$ by new unary predicates $R_{X}$, for all $X \subset M$. We let $\mathscr{M}^{1}$ be the natural $\tilde{\mathcal{L}}^{1}$-expansion of $\mathscr{M}$.

The first improvement is the reduction of the stability of $A_{\text {ind }}$ to the stability of $A_{\text {ind }}^{0}$.

Theorem 2.2.5 ([16, Corollary 5.7]). If $A_{\mathrm{ind}}^{0}$ is definably interpretable in a structure $\mathscr{M}$ such that $\mathscr{M}^{1}$ is $\lambda$-stable, then $A_{\text {ind }}$ is $\lambda$-stable.

The second improvement is that boundedness is automatic for pairs $(\mathbf{Z},+, 0, A)$, $A \subset \mathbf{Z}$.

Theorem 2.2.6 ( $\sqrt[17]{ }$, Theorem 2.14]). For all $A \subset \mathbf{Z}$, the pair $(\mathbf{Z},+, 0, A)$ is bounded.
Remark 2.2.7. More generally, [17. Theorem 2.8] states that for any weakly minimal complete theory $T, \mathscr{M}_{0} \prec \mathscr{M} \models T$ and $A \subset M$, $\left(\mathscr{M}, A, c_{m} \mid m \in M_{0}\right)$ is bounded. (Recall that a theory is weakly minimal if it is superstable of Lascar rank 1, see also [5, §5]).

We now summarize the examples of superstable expansions of $(\mathbf{Z},+, 0)$ given in [16, 15, 17]. Let $A \subset \mathbf{Z}$. Then $(\mathbf{Z},+, 0, A)$ is superstable in the following cases:

1. ([16, Theorem A]) $A$ is geometrically sparse, that is there exists $f: A \rightarrow \mathbf{R}^{>0}$ such that $\sup \{|a-f(a)| \mid a \in A\}$ is finite and the set $\{s / t \mid s, t \in f(A), t \leq s\}$ is closed and discrete. Instances of geometrically sparse sets are $A_{q},\{n!\mid n \in \mathbf{N}\}$ and Fib (see Example 1 ) or sets enumerated by a sequence $\left(a_{n}\right)$ such that

$$
\lim _{n \rightarrow \infty} \frac{a_{n+1}}{a_{n}}=\infty
$$

We shall compare the notion of a geometrically sparse set with our notion of regular set later on in Section 3.6;
2. ([15, Theorem 3.1]) $A$ is an infinite subset of a finitely generated multiplicative submonoid of $\mathbf{N}$;

These examples highlight the fact that superstable expansions of $(\mathbf{Z},+, 0)$ are often by sparse sets, that is sets that can be enumerated by fast growing sequences. However, this is not sufficient nor necessary:

1. ([15, Corollary 3.14]) there exists $A \subset \mathbf{Z}$ such that $(\mathbf{Z},+, 0, A)$ is superstable and $A$ is enumerated by a sequence $\left(a_{n}\right)$ such that

$$
\lim _{n \rightarrow \infty} \frac{a_{n+1}}{a_{n}}=1
$$

This set can be chosen as a finitely generated multiplicative submonoid generated by $n, m \in \mathbf{N}$, as long as $n$ and $m$ are multiplicatively independent;
2. ( 15 . Theorem 4.8]) the expansion of $(\mathbf{Z},+, 0)$ by the set $\left\{2^{n}+n \mid n \in \mathbf{N}\right\}$ is unstable. So having an enumeration by a sequence $\left(a_{n}\right)$ such that

$$
\lim _{n \rightarrow \infty} \frac{a_{n+1}}{a_{n}} \in \mathbf{R}
$$

does not guarantee superstability.
We end this short review of superstable expansions of $(\mathbf{Z},+, 0)$ with the case where $A$ can be enumerated by a linear recurrence sequence $\left(a_{n}\right)$. The examples given in [16, 15] and Chapter 3 are characterized by one of the following properties: $\left(a_{n}\right)$ has a Kepler limit $\theta$ and either

1. in the papers [16, 15$]$ the minimal polynomial of $\left(a_{n}\right)$ has exactly one root of modulus $>1$, namely $\theta$;
2. in Chapter 3, the minimal polynomial of $\left(a_{n}\right)$ is the minimal polynomial of $\theta$. These examples were later on generalized in the following result.

Theorem 2.2.8 ([17, Theorem 4.9]). Let $A \subset \mathbf{Z}$ be enumerated by a linear recurrence sequence $\left(r_{n}\right)$ with minimal polynomial $P$. Assume that no repeated root of $P$ is a root of unity. Then $\operatorname{Th}(\mathbf{Z},+, 0, A)$ is superstable of rank $\omega$.

While the converse of the previous theorem does not hold (for instance $\mathbf{Z}$ is enumerated by a linear recurrence sequence whose minimal polynomial is ( $X-$ $1)^{2}(X+1)^{2}$ ), the following conjecture is formulated in [17].

Question 2.2.9 (see [17, Remark 4.15]). Let $A$ be enumerated by a linear recurrence sequence $\left(r_{n}\right)$ with minimal polynomial $P$. Assume that $\left(r_{n}\right)$ is non-degenerate. Is it true that if $\pm 1$ is a repeated root of $P$, then $\operatorname{Th}(\mathbf{Z},+, 0, A)$ unstable?

It is plausible that this question has a positive answer, as the following examples support it:

1. we have already mentioned that $\left(2^{n}+n\right)$ gives an unstable expansion of $(\mathbf{Z},+, 0)$ and it is apparent that $\left(2^{n}+n\right)$ is non-degenerate, since its minimal polynomial is $(X-2)(X-1)^{2}$;
2. let $P \in \mathbf{Z}[X]$ be non-constant and consider $A=P(\mathbf{N})$. $A$ is then enumerated by the linear recurrence sequence $(P(n))$ which is non-degenerate, with minimal polynomial $(X-1)^{\operatorname{deg}(P)+1}$. Then by [16, Corollary 8.17 and Fact 8.18], $\operatorname{Th}(\mathbf{Z},+, 0, A)$ is unstable.
3. let $P \in \mathbf{Z}[X]$ be non-constant, say $P(X)=a_{0}+a_{1} X+\cdots+a_{d} X^{d}$, and consider $A_{P, \pm}=\left\{P(n)(-1)^{n} \mid n \in \mathbf{N}\right\}$. As in the previous example, $A$ is then enumerated by the sequence $\left(P(n)(-1)^{n}\right)$ which is non-degenerate, with minimal polynomial $(X+1)^{\operatorname{deg}(P)+1}$. Assume that $a_{1}+a_{2}+\cdots+a_{d}$ is odd. Then $\operatorname{Th}(\mathbf{Z},+, 0, A)$ is also unstable. To see this, it is enough to show that $P(\mathbf{N})$ is definable in $(\mathbf{Z},+, 0, A)$. We may assume that $A \subset \mathbf{N}$ and work in $\left(\mathbf{Z},+,-, 0,1, A, D_{n} \mid 1<n \in \mathbf{N}\right)$. By assumption, we have $P(2 n) \equiv_{2} a_{0}$ and $P(2 n+1) \equiv_{2} a_{0}+1$ for all $n \in \mathbf{N}$. Therefore, $P(\mathbf{N})$ is defined by

$$
\left(x \in R \wedge D_{2}\left(x-a_{0}\right)\right) \vee\left(-x \in R \wedge D_{2}\left(x-a_{0}-1\right)\right)
$$

We do not know whether we can remove the assumption that $a_{1}+a_{2}+\cdots+a_{d}$ is odd.

Question 2.2.10. Is $\left(\mathbf{Z},+, 0, A_{P, \pm}\right)$ unstable when $a_{1}+a_{2}+\cdots+a_{d}$ is even, where $P(X)=$ $a_{0}+a_{1} X+\cdots+a_{d} X^{d}$ ?

Let us mention that Question 2.2.9 can be handled easily if instead of working in $(\mathbf{Z},+, 0, A)$, we would work in $\left(\mathbf{Z},+, 0, S, S^{-1}, A\right)$, where $S$ is the successor function on $A$ and $S^{-1}$ its inverse. In that case, one can reduce Question 2.2.9 to the case of expansions by sets of the form $A_{P, \pm}$, by observing that the set defined by $\exists x \in R(y=$ $S(x)-x)$ is enumerable by a linear recurrence relation with minimal polynomial of degree strictly less than the one of $A$. However, it is unclear to us if working in $\left(\mathbf{Z},+, 0, S, S^{-1}, A\right)$ is harmless. More precisely, we ask the following question.

Question 2.2.11. Is there a subset $A$ of $\mathbf{Z}$ such that $\left(\mathbf{Z},+, 0, S, S^{-1}, A\right)$ is unstable while $(\mathbf{Z},+, 0, A)$ is (super-) stable?

A natural generalization of the discussion on expansions by sets of the form $P(\mathbf{N})$, $P \in \mathbf{Z}[X]$, is this: what about the sets $P(\mathbf{Z}), P \in \mathbf{Z}[X]$ ? It is easy to see that if $P \in \mathbf{Z}[X]$ has degree 1 , then $(\mathbf{Z},+, 0, P(\mathbf{Z}))$ is superstable, since $P(\mathbf{Z})$ is definable in $(\mathbf{Z},+, 0)$. For higher degree, the problem appears to be difficult and the best result we know of is due to $H$. Pasten and $X$. Vidaux under a strong algebro-geometric conjecture, namely the uniform boundedness conjecture for rational points (see [38, Conjecture 1.3]).

Theorem 2.2.12 ([38, Theorem 1.4]). Assume uniform boundedness conjecture for rational points holds. Let $P \in \mathbf{Z}[X]$ of degree at least 2 . Then the graph of multiplication is positiveexistentially definable en $(\mathbf{Z},+, 0, P(\mathbf{Z}))$.

This result implies in particular that $(\mathbf{Z},+, 0, P(\mathbf{Z}))$ is unstable and in fact as wild as possible in the sense of model theory.

We should point out, as a conclusion, that there are no known example of a strictly stable expansion of $(\mathbf{Z},+, 0)$ by a unary predicate, that is a stable expansion that is not superstable.

We now move on to dependent expansions of $(\mathbf{Z},+, 0)$ and $(\mathbf{Z},+, 0,<)$. Apart from the stable ones, we do not know of an example of a dependent expansion of $(\mathbf{Z},+, 0)$. However, to find such an expansion, G. Conant and C. Laskowski provide a useful tool: $(\mathbf{Z},+, 0, A)$ is dependent if and only if $A_{\text {ind }}$ is dependent (see [17, Theorem 2.9]). For $(\mathbf{Z},+, 0,<)$, it was announced in [2, 3] that $\left(\mathbf{Z},+, 0,<, A_{q}\right)$ and $(\mathbf{Z},+, 0,<, \mathrm{Fib})$ and the first complete proof of this fact appeared in [29]. This was based on a quantifier elimination result due to F. Point (see [41, Proposition 9]). This last paper focused on the decidability of expansions of $(\mathbf{Z},+, 0,<)$ by a sparse set in the sense of Semenov [49]. Particular instances of sparse sets are $A_{q}$ and Fib. In Chapter 5 , we revisit the papers [41, 49] and provide a quantifier elimination result for expansions by sparse sets and reduce the dependency of those expansion to $\operatorname{Th}(\mathscr{R})$ defined after Example 1.2.8. The ordered group of integers $(\mathbf{Z},+, 0,<)$ satisfy a property that is an analogue of superstability but in the dependent setting, namely it is strongly dependent (see [50. Definition 4.23]). This property is defined using a notion of rank called the dp-rank (see [50. Definition 4.12]) and $(\mathbf{Z},+, 0,<)$ has the minimal rank possible: its dp-rank is 1. In this case, we say that $(\mathbf{Z},+, 0,<)$ is dp-minimal. It is interesting to see that being dp-minimal and strongly dependent is a strong property on $(\mathbf{Z},+, 0,<)$. Indeed, it is shown in [18, Corollary 2.20] that $(\mathbf{Z},+, 0,<)$ has no proper strongly dependent expansion. In particular, it has no proper dp-minimal expansion, a result that was proved in [2, Proposition 6.6]. This is similar to [37, Theorem 1], which states that $(\mathbf{Z},+, 0)$ has no proper expansion of finite Lascar rank. As a consequence of 18 . Corollary 2.20], the examples treated Chapter 5 are not strongly dependent.

Let us end with a short account of expansions of $(\mathbf{Z},+, 0)$ by prime numbers. Let $\mathbf{P}$ be the set of prime numbers. The only result we know in this case are conditional to Dickson's conjecture.

Conjecture 1 (Dickson's conjecture). Let $k \geq 1, a_{i}, b_{i}$ be integers such that $a_{i} \geq 1$ and $b_{i} \geq 0$ for all $i<k$. Let $f_{i}(x)$ be the polynomial $a_{i} x+b_{i}$. Assume that the following condition holds:
$\left(\star_{\bar{f}}\right)$ there does not exist any integer $n>1$ dividing $\prod_{i<k} f_{i}(s)$ for all $s \in \mathbf{N}$.
Then, there exist infinitely many $m \in \mathbf{N}$ such that $f_{i}(m)$ is prime for all $i<k$.

The main result concerning the tameness of expansions by prime numbers is due to I. Kaplan and S. Shelah.

Theorem 2.2.13 ([28, Theorem 1.2]). Let $T$ be the theory of $(\mathbf{Z},+, 0, \mathbf{P} \cup-\mathbf{P})$. Then $T$ is independent and, if Dickson's conjecture is true, $T$ is supersimple.

For an introduction to simple theories, we refer to [53. Chapter 7].
Notice that the structure $(\mathbf{Z},+, 0, \mathbf{P})$ has the order property ${ }^{1}$ (and is in particular unstable), which is why the expansion $(\mathbf{Z},+, 0, \mathbf{P} \cup-\mathbf{P})$ is considered: simple theories lack the order property.

In relation to [28, Theorem 1.2], under the assumption that Dickson's conjecture is true, P. T. Bateman, C. G. Jockusch and A. R. Woods showed that the theory of $\mathscr{Z}_{<, \mathbf{P}}=(\mathbf{Z},+, 0,<, \mathbf{P})$ is undecidable and, in fact, that the multiplication is definable (see [4. Theorem 1]). This result was slightly improved in [7] by M. Boffa, who obtained the same result for $\mathscr{Z}_{<, \mathbf{P}_{m, r}}$, where, for coprime natural numbers $r<m, \mathbf{P}_{m, r}$ is the set $\left\{p \mid p \equiv_{m} r\right.$ and $\left.p \in \mathbf{P}\right\}$. In particular $(\mathbf{Z},+, 0,<, \mathbf{P})$ and $\left(\mathbf{Z},+, 0,<, \mathbf{P}_{m, r}\right)$ have independent theories.

In the spirit of M. Boffa's improvement of [4. Theorem 1], it would be interesting to know if the statement of [28. Theorem 1.2] holds for $\left(\mathbf{Z},+, 0,<, \mathbf{P}_{m, r} \cup-\mathbf{P}_{m, r}\right), k$ coprime with $n$.

Question 2.2.14. Let $r<m$ be coprime. Is $\operatorname{Th}\left(\mathbf{Z},+, 0,<, \mathbf{P}_{m, r} \cup-\mathbf{P}_{m, r}\right)$ superstable and independent?

[^0]
## Expansion of $(\mathbf{Z},+, 0)$ by a Regular

 SET: SUPERSTABILITYIn this chapter we identify a class of sets of natural numbers, which we call regular, that provide superstable expansions of $\mathscr{Z}$. These sets $R$ are enumerated by a sequence $\left(r_{n}\right)$ that grows fast, in the sense that they have a Kepler limit in $\mathbf{R}_{\infty}^{>1}$. An extra condition is required when the Kepler limit $\theta$ is algebraic: we impose that the enumeration is a linear recurrence sequence whose minimal polynomial is the minimal polynomial of $\theta$. We also show that those expansions have Lascar rank $\omega$, see Theorem 3•5.1.

The proof of Theorem $3 \cdot 5 \cdot 1$ follows the same strategy used by D. Palacín and R. Sklinos in [37], that is we use the results of E. Casanovas and M. Ziegler on stable pairs.

This chapter is organized as follows. In Section 3.1. we define precisely what a regular set is and we provide examples and counter-examples of such sets.

In Section 3.2, given a regular set $R$ enumerated by $\left(r_{n}\right)$, we introduce a family of functions, called operators, that are intended to detect the recurrence relations satisfied by $\left(r_{n}\right)$. More precisely, an operator is a function $\mathrm{f}: \mathbf{N} \rightarrow \mathbf{Z}: n \mapsto a_{0} r_{n}+a_{1} r_{n+1}+$ $\cdots+a_{d} r_{n+d}$, where $\bar{a} \in \mathbf{Z}^{d+1}$. The main property of these functions is that sets of the form $\{n \mid \mathrm{f}(n)=z\}, z \in \mathbf{Z}$, are always finite if $z \neq 0$ and in case $z=0$, then they are either finite or $\mathbf{N}$. Furthermore, this is detected by the Kepler limit of $\left(r_{n}\right)$.

Then in Section 3.3. we begin the analysis of the trace of equations on $R$. There, given operators $\mathrm{f}_{1}, \ldots, \mathrm{f}_{k}$ and $z \in \mathbf{Z}$, we consider the set

$$
\left\{\bar{n} \in \mathbf{N}^{k} \mid \mathrm{f}_{1}\left(n_{1}\right)+\cdots+\mathrm{f}_{k}\left(n_{k}\right)=z\right\}
$$

The analysis of these sets is reduced to the set $X$ of non-degenerate solutions of the equation $\mathrm{f}_{1}\left(n_{1}\right)+\cdots+\mathrm{f}_{k}\left(n_{k}\right)=z$. These solutions satisfy the condition

$$
\sum_{i \in I} \mathrm{f}_{i}\left(n_{i}\right) \neq 0 \text { for all } J \subsetneq[k]
$$

Proposition 3.3.1 imply that there exists a constant $m$ depending only on $f_{1}, \ldots, f_{k}$ and $z$ such that if $\bar{n} \in X$ then $\max \left\{\left|n_{i}-n_{j}\right| \mid i, j \in[k]\right\} \leq m$. All this work allows us to to
show that $R_{\text {ind }}^{0}$ is superstable by interpreting it in $\mathscr{N}=\left(\mathbf{N}, S, S^{-1}, 0\right)$, for which $\mathscr{N}^{1}$ is superstable.

In Section 3.4 we show that for $R$ regular, the pair $\mathscr{Z}_{R}$ is bounded. This is done by showing that given operators $f_{1}, \ldots, f_{k}$ the set

$$
\left\{\mathrm{f}_{1}\left(n_{1}\right)+\cdots+\mathrm{f}_{k}\left(n_{k}\right) \mid \bar{n} \in \mathbf{N}^{k}\right\} \cap \mathbf{N}
$$

is not piecewise syndetic: it does not contain arbitrarily long sequences with bounded gaps. This allows us to appeal to Theorem 2.1.9, showing that $\mathscr{Z} \operatorname{dnfcp}$ over $R$. The main theorem of this chapter is then proved in Section 3.5 .

We end this chapter with three other sections. In Section 3.6, we compare the notions of regular and geometrically sparse sets. In Section 3.7, we point out the analogy between Proposition 3.3.1 and the Mann property in fields and give a quick proof of a special case of a result of G. Conant [15, Theorem 3.1] that the pair $\mathscr{Z}_{A}$ is superstable when $A$ is an infinite subset of a finitely generated multiplicative submonoid of $\mathbf{N}$. Finally, in Section 3.8 , we prove that $(\mathbf{Q},+, 0, R)$ and $(\mathbf{R},+, 0, R)$ are $\omega$-stable for any regular set $R \subset \mathbf{N}$, using the work done on the trace of equations on $R$.

### 3.1 Regular sets

In this section, we define the main objects studied in this chapter. These objects, called regular sets and regular sequences, highlight the common behavior in the superstable expansions of $\mathscr{Z}$ studied by D. Palacín and R. Sklinos in [37]. Typical examples of the expansions studied in [37] are $\left(\mathbf{Z},+, 0, A_{q}\right)$ and $(\mathbf{Z},+, 0,\{n!\mid n \in \mathbf{N}\})$. One common crucial property of these expansions is that the sequence ( $2^{n}$ ) and ( $n!$ ) have a Kepler limit in $\mathbf{R}_{\infty}^{>0}$. This common property is the core of our definition of regular sets: these sets can be enumerated by an increasing sequence that have a Kepler limit in $\mathbf{R}_{\infty}^{>0}$. In other words regular sets must have at least exponential growth. In our definition of regular set, another condition is added when the Kepler limit of an increasing enumeration is algebraic over $\mathbf{Q}$ : we require that the enumeration satisfy a recurrence relation whose minimal polynomial is the minimal polynomial of its Kepler limit (note that $\left(2^{n}\right)$ satisfy this condition). This definition is designed so as to allow us to control the set of solutions of equations satisfied by elements of regular sets by looking where those solutions appear in an increasing enumeration: the exponential growth does not allow solutions where the components are too far away from each other in an increasing enumeration, unless some of those components satisfy another equation with fewer variables. Furthermore, we show that the exponential growth implies that the set of solutions of an equation satisfied by elements of a regular set are determined by operators. These functions behave nicely: they are either constantly

0 or ultimately injective. This explains why we needed an extra condition when the Kepler limit is algebraic over $\mathbf{Q}$ : in this case the constant operators on a regular set correspond to the polynomials in the ideal generated by the minimal polynomial of its Kepler limit. In the case where a regular set has a Kepler limit not algebraic over $\mathbf{Q}$ or infinite, there is only one constant operator.

Definition 3.1.1. Let $\left(r_{n}\right)$ be a sequence of natural numbers and $R \subset \mathbf{N}$.

1. We say that $\left(r_{n}\right)$ is regular if $\lim _{n \rightarrow \infty} r_{n+1} / r_{n}=\theta \in \mathbf{R}_{\infty}^{>1}$ and, if $\theta$ is algebraic over $\mathbf{Q},\left(r_{n}\right)$ satisfies a linear recurrence relation whose minimal polynomial is the minimal polynomial of $\theta$.
2. We say that $R$ is regular if it can be enumerated by a regular sequence.

We observe that a regular sequence must be ultimately strictly increasing. Indeed, let $\left(r_{n}\right)$ be a regular sequence, as witnessed by $\theta \in \mathbf{R}_{\infty}^{>1}$. With the convention that $\infty^{-1}=0$, we have that $r_{n} / r_{n+1} \rightarrow \theta^{-1}$. As a consequence, for all $n \in \mathbf{N}$ sufficiently large, we have $\left|r_{n}-\theta^{-1} r_{n+1}\right|<\left(1-\theta^{-1}\right) r_{n+1}$. Thus, $r_{n}<\left(1-\theta^{-1}\right) r_{n+1}+\theta^{-1} r_{n+1}=$ $r_{n+1}$. In particular, a regular set is automatically infinite. Also, if $\left(r_{n}\right)$ is regular, as witnessed by $\theta \in \mathbf{R}_{\infty}^{>1}$, then for all $k \in \mathbf{N}^{>1}$,

$$
\lim _{n \rightarrow \infty} \frac{r_{n+k}}{r_{n}}= \begin{cases}\infty & \text { if } \theta=\infty \\ \theta^{k} & \text { otherwise }\end{cases}
$$

These observations will be used freely in the rest of this text.
Let us now give examples and counter-examples of regular sequences. We first consider the non-algebraic case.

Example 3.1.2. 1 . The sequence $(n!)$ is regular with $\theta=\infty$.
2. Let $\theta \in \mathbf{R}^{>1}$ and consider the sequences $\left(\left\lfloor\theta^{n}\right\rfloor\right)$ and $\left(\left\lfloor\theta^{n}\right\rfloor+n\right)$. We have

$$
\lim _{n \rightarrow \infty} \frac{\left\lfloor\theta^{n}\right\rfloor}{\theta^{n}}=\lim _{n \rightarrow \infty} \frac{\left\lfloor\theta^{n}\right\rfloor+n}{\theta^{n}}=1 .
$$

Thus

$$
\lim _{n \rightarrow \infty} \frac{\left\lfloor\theta^{n+1}\right\rfloor}{\left\lfloor\theta^{n}\right\rfloor}=\lim _{n \rightarrow \infty} \frac{\left\lfloor\theta^{n+1}\right\rfloor+n+1}{\left\lfloor\theta^{n}\right\rfloor+n}=\theta .
$$

Thus, when $\theta$ is transcendental, $\left(\left\lfloor\theta^{n}\right\rfloor\right)$ and $\left(\left\lfloor\theta^{n}\right\rfloor+n\right)$ are regular sequences.
We note that when $\left(r_{n}\right)$ is a regular sequence with non-algebraic Kepler limit, then $\left(r_{n}+o\left(r_{n}\right)\right)$ is also a regular sequence.

We now look at the algebraic case.

Example 3.1.3. Let $k \in \mathbf{N}^{>1}$. Then sequence $\left(k^{n}\right)$ is regular. Indeed, it satisfies the recurrence relation $r_{n+1}=k r_{n}$, whose minimal polynomial $X-k$ is the minimal polynomial of $k$. Likewise, the Fibonacci sequence is regular, with minimal polynomial $X^{2}-X-1$ and $\theta=(1+\sqrt{5}) / 2$. Finally, the sequence $r_{n+2}=5 r_{n+1}+7 r_{n}$ with $r_{1}=1$ and $r_{0}=0$ is also regular with minimal polynomial $X^{2}-5 X-7$ and $\theta=(5+\sqrt{53}) / 2$ and will be discussed further in Section 3.6 .

In this case, we cannot say in general that if $\left(r_{n}\right)$ is a regular sequence with algebraic Kepler limit, then $\left(r_{n}+o\left(r_{n}\right)\right)$ is regular. For instance, the sequence $\left(3^{n}+2^{n}\right)$ has Kepler limit 3, but its minimal polynomial is $(X-3)(X-2)$. Hence $\left(3^{n}+2^{n}\right)$ is not regular. However, G. Conant and C. Laskowsky recently showed in 1 17. Theorem 4.9] that $\left(\mathbf{Z},+, 0,\left\{3^{n}+2^{n} \mid n \in \mathbf{N}\right\}\right)$ is superstable.

Many examples of unstable expansions of $\mathscr{Z}$ are by sets with Kepler limit 1.
Counter-example 3.1.4. $\quad$ 1. The sequence $(n)$ is not regular as its Kepler limit is 1. The same holds for arithmetic sequences, i.e. sequences of the form $(a+n b)$, where $a, b \in \mathbf{N}$ and $b \neq 0$. Note that expansions of $\mathscr{Z}$ by such sequences are unstable ${ }^{1}$ ( $\mathbf{N}$ is defined by the formula $\exists y \in R(a+b x=y)$ ) and satisfy the linear recurrence $r_{n+2}=2 r_{n+1}-r_{n}$.
2. The sequence $\left(p_{n}\right)$ of prime numbers is not regular. This is a consequence of the Prime Number Theorem (see [27, Theorem 3.4.3 and Proposition 3.5.3]): $p_{n+1} / p_{n} \rightarrow 1$.

### 3.2 Operators

In this section, we fix a regular sequence $\left(r_{n}\right)$ and we let $\theta=\lim _{n \rightarrow \infty} r_{n+1} / r_{n}$. Our goal here is to determine the recurrence relations satisfied by $\left(r_{n}\right)$. To this end, we will need the following definition.

Definition 3.2.1. Let $Q \in \mathbf{Z}[X]$. Assume $Q(X)=a_{0}+a_{1} X+\cdots+a_{d} X^{d}$, where $\bar{a} \in$ $Z^{d+1}$. The operator associated to $Q$, denoted $f_{Q}$ or simply $f$, is the function $f: \mathbf{N} \rightarrow \mathbf{Z}$ : $n \mapsto a_{0} r_{n}+a_{1} r_{n+1}+\cdots+a_{d} r_{n+d}$.

Given an operator f and $z \in \mathbf{Z}$, we let $\mathrm{S}_{\mathrm{f}, z}$ be the set

$$
\mathrm{f}^{-1}(z)=\{n \in \mathbf{N} \mid \mathrm{f}(n)=z\}
$$

Let us show that the sets $\mathrm{S}_{\mathrm{f}, z}$ are quite simple: they are either finite or $\mathbf{N}$.

[^1]Proposition 3.2.2. Let $Q \in \mathbf{Z}[X] \backslash\{0\}$ and $z \in \mathbf{Z}$. Let $\mathrm{f}=\mathrm{f}_{Q}$. Then

1. if $z=0$, then
a) if $\theta=\infty$ or $Q(\theta) \neq 0$, then $\mathrm{S}_{\mathrm{f}, \mathrm{z}}$ is finite;
b) $\mathrm{S}_{\mathrm{f}, z}=\mathbf{N}$ if and only if $Q(\theta)=0$;
2. if $z \neq 0$ then $\mathrm{S}_{\mathrm{f}, \mathrm{z}}$ is finite.

Proof. Assume $Q(X)=a_{0}+a_{1} X+\cdots+a_{d} X^{d}, \bar{a} \in \mathbf{Z}^{d+1}, a_{d} \neq 0$. Then

$$
\lim _{n \rightarrow \infty} \frac{f(n)}{r_{n+d}}= \begin{cases}a_{d} & \text { if } \theta=\infty \\ \theta^{-d} Q(\theta) & \text { otherwise }\end{cases}
$$

Also $\lim _{n \rightarrow \infty} z / r_{n+d}=0$. So, if $\theta=\infty$ or $Q(\theta) \neq 0$, we get that $\mathrm{S}_{\mathrm{f}, z}$ is finite. Now, if $Q(\theta)=0$, then $\left(r_{n}\right)$ follows a linear recurrence relation whose minimal polynomial is the minimal polynomial $P_{\theta}$ of $\theta$. Thus, $Q$ is divisible by $P_{\theta}$. By Proposition 1.3.7, this implies that $\mathrm{S}_{\mathrm{f}, 0}=\mathbf{N}$.

In the remainder of this section, we indicate how the data from Proposition 3.2.2 can be estimated from $\theta$. This will be needed when we address the decidability of expansions of $\mathscr{Z}$ by regular sets.

Given $z \in \mathbf{Z}$ and $Q \in \mathbf{Z}[X] \backslash\{0\}$, we want to estimate the size of $\mathrm{S}_{\mathrm{f}_{\mathrm{Q}}, z}$ when it is finite. Let $\delta: \mathbf{N} \rightarrow \mathbf{N}$ be a modulus of convergence for $\left(r_{n} / r_{n+1}\right)$, that is $\delta$ satisfies $\forall n \in \mathbf{N} \forall m \geq \delta(n)\left|r_{m} / r_{m+1}-\theta^{-1}\right| \leq 1 / 2^{n}$, where $\theta^{-1}=0$ if $\theta=\infty$, and let $n_{0} \in \mathbf{N}$ be such that $\theta^{-1}+1 / 2^{n_{0}}<1$. For each $k \in \mathbf{N}^{>0}$, we recursively define a function $\delta_{k}: \mathbf{N} \rightarrow \mathbf{N}$ such that $\forall n \in \mathbf{N} \forall m \geq \delta_{k}(n)\left|r_{m} / r_{m+k}-\theta^{-k}\right| \leq 1 / 2^{n}$. We let $\delta_{1}=\delta$ and assuming $\delta_{k-1}$ is constructed, we define $\delta_{k}$ by $\delta_{k}(n)=\max \left\{n_{0}, \delta(n+1), \delta_{k-1}(n+1)\right\}$. Let us check that $\delta_{k}$ is in fact a modulus of convergence for $\left(r_{n} / r_{n+k}\right)$. Let $m \geq \delta_{k}(n)$. Then

$$
\begin{aligned}
\left|r_{m} / r_{m+k}-\theta^{-k}\right| & =\left|\left(r_{m} / r_{m+1}-\theta^{-1}\right) r_{m+1} / r_{m+k}+\theta^{-1}\left(r_{m+1} / r_{m+k}-\theta^{-k+1}\right)\right| \\
& \leq\left|r_{m} / r_{m+1}-\theta^{-1}\right|+\left|r_{m+1} / r_{m+k}-\theta^{-k+1}\right| \\
& \leq 1 / 2^{n+1}+1 / 2^{n+1}=1 / 2^{n}
\end{aligned}
$$

In a similar way, we can define, for all $Q \in \mathbf{Z}[X] \backslash\{0\}$, a modulus of convergence for $\left(\mathrm{f}_{Q}(n) / r_{n+d}\right)$, where $d=\operatorname{deg}(Q)$. Indeed, if $Q(X)=a_{0}+\cdots+a_{d} X^{d}$, then the function $\delta_{Q}$ defined by $\delta_{Q}(n)=\max \left\{\delta_{d}(n+\ell), \delta_{d-1}(n+\ell), \ldots, \delta_{1}(n+\ell)\right\}$, where $\ell \in \mathbf{N}$ is such that $\left|a_{0}\right|+\left|a_{1}\right|+\cdots+\left|a_{d}\right| \leq 2^{\ell}$, is a modulus of convergence for $\left(\mathrm{f}_{Q}(n) / r_{n+d}\right)$. Let us
check this when $\theta \in \mathbf{R}^{>1}$. Let $m \geq \delta_{Q}(n)$. Then

$$
\begin{aligned}
\left|\frac{\mathrm{f}_{Q}(m)}{r_{m+d}}-\theta^{-d} Q(\theta)\right| & =\left|\sum_{i=0}^{d} a_{i} \frac{r_{m+i}}{r_{m+d}}-\sum_{i=0}^{d} a_{i} \theta^{i-d}\right| \\
& \leq \sum_{i=0}^{d}\left|a_{i}\right|\left|\frac{r_{m+i}}{r_{m+d}}-\theta^{i-d}\right| \\
& \leq \sum_{i=0}^{d}\left|a_{i}\right| 2^{-(n+\ell)} \\
& =2^{-(n+\ell)} \sum_{i=0}^{d}\left|a_{i}\right| \\
& \leq 2^{-n} .
\end{aligned}
$$

Now let $z \in \mathbf{Z}$ and $Q \in \mathbf{Z}[X] \backslash\{0\}$. Set $\mathrm{f}=\mathrm{f}_{\mathrm{Q}}$. We want to estimate $\left|\mathrm{S}_{\mathrm{f}, z}\right|$ using the moduli defined above, assuming either $\theta=\infty, Q(\theta) \neq 0$ or $z \neq 0$. We concentrate on the case $\theta \in \mathbf{R}^{>1}$. Let $u=Q(\theta)$ and $\|u\|=\left|a_{0}\right|+\cdots+\left|a_{d}\right|$. Let $n_{1} \in \mathbf{N}$ be such that $\|u\| / 2^{n_{1}}<|u|$. Then for all $m \geq \delta_{Q}\left(n_{1}\right)$, we have, since $\left|a_{i} r_{m+i}-a_{i} \theta^{i} r_{m}\right|<\left|a_{i}\right| r_{m} / 2^{n_{1}}$ whenever $a_{i} \neq 0$,

$$
0<r_{m}\left(|u|-\|u\| / 2^{n_{1}}\right)<\left|\mathrm{f}_{Q}(m)\right| .
$$

Let $n_{2} \in \mathbf{N}$ such that $r_{n+1}>r_{n}$ for all $n \geq n_{2}$. Then if $m \geq \max \left\{\delta_{Q}\left(n_{1}\right), n_{1}, n_{2}+\right.$ $\left.\left\lfloor|z| /\left(|u|-\|u\| / 2^{n_{1}}\right)\right\rfloor\right\}$, we have $|z|<\left|\mathrm{f}_{\mathrm{Q}}(m)\right|$, so that $\left|\mathrm{S}_{\mathrm{f}, z}\right|<\max \left\{\delta_{Q}\left(n_{1}\right), n_{1}, n_{2}+\right.$ $\left.\left\lfloor|z| /\left(|u|-\|u\| / 2^{n_{1}}\right)\right\rfloor\right\}$.

### 3.3 Equations

Let $\left(r_{n}\right)$ be a regular sequence and $\theta$ be its Kepler limit. Let $R=\left\{r_{n} \mid n \in \mathbf{N}\right\}$. In order to show that $R_{\mathrm{ind}}^{0}$ is superstable, we have to understand the trace on $R$ of equations with coefficients in $\mathbf{Z}$. In what follows, we show that the trace of an equation is either finite or determined by a finite number of operators on $R$.

Let $Q_{1}, \ldots, Q_{s} \in \mathbf{Z}[X]$ be operators and let $\mathrm{f}_{i}=\mathrm{f}_{\mathrm{Q}_{i}}$ for all $i \in[s]$. Let $z \in \mathbf{Z}$. We consider the equation $f_{1}\left(x_{1}\right)+\cdots+f_{s}\left(x_{s}\right)=z$. We call a tuple $\bar{n} \in \mathbf{N}^{s}$ a non-degenerate solution of $\mathrm{f}_{1}\left(x_{1}\right)+\cdots+\mathrm{f}_{s}\left(x_{s}\right)=z$ when the following conditions hold:

1. $\mathrm{f}_{1}\left(n_{1}\right)+\cdots+\mathrm{f}_{s}\left(n_{s}\right)=z$;
2. for all $I \subsetneq[s] \sum_{i \in I} f_{i}\left(n_{i}\right) \neq 0$.

We now explain how to decompose $\mathrm{S}_{\overline{\mathrm{f}}, z}=\left\{\bar{n} \in \mathbf{N}^{s} \mid \mathrm{f}_{1}\left(n_{1}\right)+\cdots+\mathrm{f}_{s}\left(n_{s}\right)=z\right\}$ into sets of non-degenerate solutions.

Let $\bar{I}=\left(I_{1}, \ldots, I_{k}\right) \in \operatorname{Part}([n])$. To this partition we associate the following system
of equations:

$$
\left\{\begin{array}{l}
\sum_{i \in I_{1}} \mathrm{f}_{i}\left(n_{i}\right)=z  \tag{3.1}\\
\sum_{i \in I_{2}} \mathrm{f}_{i}\left(n_{i}\right)=0 \\
\vdots \\
\sum_{i \in I_{k}} \mathrm{f}_{i}\left(n_{i}\right)=0
\end{array}\right.
$$

Let

$$
\begin{aligned}
& \mathrm{S}_{\overline{\mathrm{f}}, z, \bar{I}}^{\text {nd }}=\left\{\bar{n} \in \mathbf{N}^{s} \mid \bar{n}_{I_{1}} \text { is a non-degenerate solution of } \sum_{i \in I_{1}} \mathrm{f}_{i}\left(n_{i}\right)=z\right. \text { and } \\
& \left.\qquad \text { for all } j \in[k]^{>1} \bar{n}_{I_{j}} \text { is a non-degenerate solution of } \sum_{i \in I_{j}} \mathrm{f}_{i}\left(n_{i}\right)=0\right\} .
\end{aligned}
$$

When $\bar{I}=([s])$, we use $S_{\overline{\mathrm{f}}, z}^{\text {nd }}$ instead of $S_{\bar{f}, z, \bar{I}}^{\text {nd }}$. In this setting, we decompose $\mathrm{S}_{\overline{\mathrm{f}}, z}$ as

$$
\begin{equation*}
\mathrm{S}_{\overline{\mathrm{f}}, z}=\bigcup_{\bar{I} \in \operatorname{Part}([s])} \mathrm{S}_{\overline{\mathrm{f}}, z, \bar{I}}^{\mathrm{nd}} \tag{3.2}
\end{equation*}
$$

This decomposition will prove to be quite useful as the set of non-degenerate solutions of $f_{1}\left(x_{1}\right)+\cdots+f_{s}\left(x_{s}\right)=z$ is easily understood. For instance, Proposition 3.3.1 implies that for some constant $m$ depending only on $\bar{f}$ and $z$, if $\bar{n}$ is a nondegenerate solution, then $\max \left\{\left|n_{i}-n_{j}\right| \mid i, j \in[s]\right\} \leq m$.

Proposition 3.3.1. Let $f_{1}, \ldots, f_{s}$ be operators and $z \in \mathbf{Z}$. Then, there exist $k \in \mathbf{N}$ and $\bar{m}_{1}, \ldots, \bar{m}_{k} \in \mathbf{Z}^{s}$ such that for all $\bar{\ell} \in \mathbf{N}^{s}$, if $\bar{\ell} \in \mathrm{S}_{\bar{f}, z}^{\text {nd }}$ then for some $i \in[k], \ell_{j}=\ell_{1}+m_{i j}$ for all $j \in[s]$.

Proof. Assume that $\mathrm{f}_{j}=\mathrm{f}_{Q_{j}}$ where $Q_{j}(X)=\sum_{i=0}^{d_{j}} a_{j i} X^{i}$ and $a_{j d_{j}} \neq 0$. Suppose, towards a contradiction, that the proposition is false: for all $k \in \mathbf{N}$ and $\bar{m}_{1}, \ldots, \bar{m}_{k} \in \mathbf{Z}^{s}$, there exists $\bar{\ell} \in \mathrm{S}_{\bar{f}, z}^{\text {nd }}$ such that for all $i \in[k], \ell_{j} \neq \ell_{1}+m_{i j}$ for some $j \in[s]$. From this, we construct two sequences $\left(\bar{\ell}_{i}\right) \subset \mathbf{N}^{s}$ and $\left(\bar{m}_{i}\right) \subset \mathbf{Z}^{s}$ that will help us reach a contradiction.

Start with any $\bar{\ell}_{1} \in S_{\bar{f}, z}^{n d}$ and define $\bar{m}_{1}$ as $m_{1 j}=\ell_{1 j}-\ell_{11}$ for all $j \in[s]$. Assuming $\bar{\ell}_{i}$ and $\bar{m}_{i}$ are constructed, we let $\bar{\ell}_{i+1}$ be a non-degenerate solution obtained from our assumption that the proposition is false with $k=i$ and $\bar{m}_{1}, \ldots, \bar{m}_{i}$. We define $\bar{m}_{i+1}$ as $m_{(i+1) j}=\ell_{(i+1) j}-\ell_{(i+1) 1}$ for all $j \in[s]$. We want to perform calculations on these sequences using the fact that $\left(r_{n}\right)$ has a Kepler limit as in the proof of Proposition 3.2.2. However, the sequences $\left(\bar{\ell}_{i}\right)$ and $\left(\bar{m}_{i}\right)$ are not nice enough to perform the kind of calculations done in the proof of Proposition 3.2.2, so that we first need to rearrange them slightly and pass to subsequences to obtain nice properties that will allow us to estimate $\sum_{j \in[s]} \mathrm{f}_{j}\left(\ell_{i 1}+m_{i j}\right)=\sum_{j \in[s]} \mathrm{f}_{j}\left(\ell_{i j}\right)$.

We first reorder the tuples $\bar{m}_{i}$. We may assume, up to a permutation of $\bar{f}$ and passing to a subsequence using the pigeonhole principle, that

1. for all $i \in \mathbf{N}, m_{i j} \leq m_{i(j+1)}$ for all $j<s$.

We know by construction that each tuple $\bar{m}_{i}$ has a coordinate whose value is 0 . By the pigeonhole principle, there exists $j^{*} \in[s]$ such that $m_{i j^{*}}=0$ for infinitely many $i \in \mathbf{N}$. Thus, up to passing to a subsequence, we may assume that
2. there is $j^{*} \in[s]$ such that for all $i \in \mathbf{N}, m_{i j^{*}}=0$;

We want the sequence ( $m_{i s}$ ) to be strictly increasing. By passing to a subsequence, me may assume that
3. for all $i \in \mathbf{N}, m_{i s}<m_{(i+1) s}$. In particular, $m_{i s} \rightarrow \infty$.

We now decompose the tuples $\bar{m}_{i}, i \in \mathbf{N}$, in two parts according to whether the differences $m_{i s}-m_{i j}=\ell_{i s}-\ell_{i j}$ are bounded. Let $J \subset[s]$ be of maximal size such that for all $j \in J, \max \left\{m_{i s}-m_{i j} \mid i \in \mathbf{N}\right\}<\infty$. Notice that $s \in J$. Also, by 2 and $3, j^{*} \notin J$.

For all $j \in J$, we have that the sequence $\left(m_{i s}-m_{i j}\right)$ is bounded, hence take finitely many values. So applying successively the pigeonhole principle for each $j \in J$, we may assume that
4. for all $j \in J$, there exists $k_{j} \in \mathbf{N}$ such that $m_{i s}-m_{i j}=k_{j}$ for all $i \in \mathbf{N}$.

For each $j \notin J$, we have that the sequence $\left(m_{i s}-m_{i j}\right)$ is unbounded, hence has a subsequence that converges to $\infty$. Thus applying successively the pigeonhole principle for each $j \notin J$, we may assume that
5. for all $j \notin J, m_{i s}-m_{i j} \rightarrow \infty$.

We are now ready to estimate $\sum_{j \in[s]} \mathrm{f}_{j}\left(\ell_{i 1}+m_{i j}\right)=\sum_{j \in[s]} \mathrm{f}_{j}\left(\ell_{i j}\right)$. More precisely, our goal is to calculate the limit

$$
\lim _{i \rightarrow \infty} \sum_{j=1}^{s} \frac{f_{j}\left(\ell_{i 1}+m_{i j}\right)}{r_{\ell_{i 1}+m_{i j 0}+d}},
$$

where $j_{0}=\min J$.
For all $i \in \mathbf{N}$ and $j \in J$, rewrite $\ell_{i j}$ as $\ell_{i j_{0}}+\left(m_{i j}-m_{i j_{0}}\right)=\ell_{i j_{0}}+\left(k_{j_{0}}-k_{j}\right)$ (note that by $\mathbb{T} . k_{j_{0}}-k_{j} \geq 0$ ). Set $Q_{j}^{\prime}(X)=\sum_{n=1}^{d_{j}} a_{j n} X^{k_{j 0}-k_{j}+n}$ and $f_{j}^{\prime}=\mathrm{f}_{Q_{j}^{\prime}}$. We have, for all $j \in J$,

$$
\begin{aligned}
\mathrm{f}_{j}\left(\ell_{i j}\right) & =\mathrm{f}_{j}\left(\ell_{i j_{0}}+\left(m_{i j}-m_{i j_{0}}\right)\right) \\
& =\mathrm{f}_{j}\left(\ell_{i_{0}}+\left(k_{j_{0}}-k_{j}\right)\right) \\
& =\mathrm{f}_{j}^{\prime}\left(\ell_{i j_{0}}\right) .
\end{aligned}
$$

Define $Q(X)=\sum_{j \in J} Q_{j}^{\prime}(X)$, let $d$ be the degree of $Q$ and $a_{d}$ be the coefficient of $X^{d}$ in $Q$. For all $i \in \mathbf{N}$,

$$
\begin{aligned}
\sum_{j \in J} \mathrm{f}_{j}\left(\ell_{i j}\right) & =\sum_{j \in J} \mathrm{f}_{j}^{\prime}\left(\ell_{i j_{0}}\right) \\
& =\mathrm{f}_{Q}\left(\ell_{i j_{0}}\right)
\end{aligned}
$$

Before we move on, let us check that $Q \neq 0$. If it were not the case, then, we would have

$$
\sum_{j \in J} \mathrm{f}_{j}\left(\ell_{i j}\right)=0 \text { for all } i \in \mathbf{N}
$$

But, since $J$ is a non-empty proper subset of $[s]$ (recall that $s \in J$ and $j^{*} \notin J$ ), this implies that $\bar{\ell}_{i}$ is a non-degenerate solution of $\mathrm{f}_{1}\left(x_{1}\right)+\cdots+\mathrm{f}_{s}\left(x_{s}\right)=z$, in contradiction with our assumption that $\bar{\ell}_{i}$ is non-degenerate for all $i \in \mathbf{N}$. Hence $Q \neq 0$ and in particular $a_{d} \neq 0$.

Since, for all $n \in \mathbf{N}, \lim _{k \rightarrow \infty} r_{n} / r_{n+k}=0$, for all $j \notin J$,

$$
u_{j}=\lim _{i \rightarrow \infty} \frac{\mathrm{f}_{j}\left(\ell_{i 1}+m_{i j}\right)}{r_{\ell_{i 1}+m_{i j_{0}}+d}}=\lim _{i \rightarrow \infty} \sum_{n=0}^{d_{j}} \frac{a_{j n} r_{\ell_{i 1}+m_{i j}+n}}{r_{\ell_{i 1}+m_{i j_{0}}+d}}=0 .
$$

The last equality comes from the fact that by 4 and 5 , for all $j \notin J, m_{i j_{0}}-m_{i j}=$ $m_{i s}-m_{i j}-k_{j_{0}} \rightarrow \infty$.

We perform a similar calculation for all $j \in J$. Recall that for all $k \in \mathbf{N}^{>0}$,

$$
\lim _{n \rightarrow \infty} r_{n} / r_{n+k}= \begin{cases}\theta^{-k} & \text { if } \theta \in \mathbf{R}^{>1} \\ 0 & \text { if } \theta=\infty\end{cases}
$$

So we have that

$$
\begin{aligned}
u_{J} & =\lim _{i \rightarrow \infty} \frac{\sum_{j \in J} \mathrm{f}_{j}\left(\ell_{i 1}+m_{i j}\right)}{r_{\ell_{i 1}+m_{i j_{0}}+d}} \\
& =\lim _{i \rightarrow \infty} \frac{\mathrm{f}_{Q}\left(\ell_{i j_{0}}\right)}{r_{\ell_{i j_{0}}+d}} \\
& = \begin{cases}\theta^{-d} Q(\theta) & \text { if } \theta \in \mathbf{R}^{>1} \\
a_{d} & \text { if } \theta=\infty .\end{cases}
\end{aligned}
$$

Thus,

$$
0=\lim _{i \rightarrow \infty} \frac{z}{r_{\ell_{i 1}+m_{i j_{0}}+d}}=\lim _{i \rightarrow \infty} \sum_{j=1}^{s} \frac{\mathrm{f}_{j}\left(\ell_{i 1}+m_{i j}\right)}{r_{\ell_{i 1}+m_{i j_{0}}+d}}=u_{J}+\sum_{j \notin J} u_{j}=u_{J}
$$

where that last equality comes from the fact that, by 3 and 4 , the sequence $\left(r_{\ell_{i 1}+m_{i j_{0}}+d}\right)$ is not bounded.

Since $u_{J}=0$ and $a_{d} \neq 0$, we must have $\theta \in \mathbf{R}^{>1}$. In particular, $u_{J}=\theta^{d} Q(\theta)$. So $Q(\theta)=0$. Since $R$ is regular and $Q \neq 0, R$ satisfies a linear recurrence relation and $P_{R}$ divides $Q$. So by Proposition 3.2.2 $\mathrm{S}_{\mathrm{f}_{\mathrm{Q}}, 0}=\mathbf{N}$, in contradiction with the assumption that $\bar{\ell}_{i}$ is non-degenerate for all $i \in \mathbf{N}$ and the fact that $J$ is a proper non-empty subset of $[s]$.

In preparation of Corollary 3.3.6, where we establish the superstability of $R_{\text {ind }}^{0}$, the induced structure on $R$ of equations with coefficients in $\mathbf{Z}$, we make a few comments on Proposition 3.3.1. Let us first state precisely what we meant when we wrote that the set of solutions of equations is either finite or determined by operators. Per equation 3.2. we may focus on the set of non-degenerate solutions.

For an operator $\mathrm{f}_{\mathrm{Q}}, Q(X)=\sum_{i=0}^{d} a_{i} X^{i}$, let

$$
\mathrm{S}_{\mathrm{f}_{\mathrm{Q}}, z}^{\circ}=\left\{n \in \mathrm{~S}_{\mathrm{f}_{\mathrm{Q}}, z} \mid \text { for all } I \subsetneq[d] \sum_{i \in I} a_{i} r_{n+i} \neq 0\right\} .
$$

For an s-tuple $\bar{f}$ of operators and $\bar{n} \in \mathbf{N}^{s}$, we let $\mathrm{f}_{\bar{n}}(\ell)=\sum_{j=1}^{s} \mathrm{f}_{j}\left(\ell+n_{j}\right)$.
Remark 3.3.2. Let $\mathrm{f}_{1}, \ldots, \mathrm{f}_{s}$ be operators and $z \in \mathbf{Z}$. By Proposition 3.3.1, there exist $k$ and $\bar{m}_{1}, \ldots, \bar{m}_{k} \in \mathbf{Z}^{s}$ such that, letting $m_{i}=\min \left\{m_{i 1}, \ldots, m_{i s}\right\}$ and $\bar{n}_{i}=\bar{m}_{i}-m_{i}$ :
$\bar{\ell} \in \mathrm{S}_{\overline{\mathrm{f}}, z}^{\text {nd }}$ if and only if for some $i \in[k], \ell_{1}+m_{i} \in \mathrm{~S}_{\mathrm{f}_{\bar{n}_{i}, z}}^{\circ}$ and $\ell_{j}=\ell_{1}+m_{i j}$ for all $j \in[s]$.
The operators $\mathrm{f}_{\bar{n}_{i}}$ of Remark 3.3 .2 are the ones that determine the set of nondegenerate solutions.

Corollary 3.3.3. Let $\mathrm{f}_{1}, \ldots, \mathrm{f}_{s}$ be operators and $z \in \mathbf{Z}$. Let $k \in \mathbf{N}$ and $\bar{m}_{1}, \ldots, \bar{m}_{k} \in \mathbf{Z}^{s}$ be given by Proposition 3.3.1 Then $\mathrm{S}_{\bar{f}, z}^{\text {nd }}$ is infinite if and only if $z=0$ and $\mathrm{S}_{\mathrm{f}_{\bar{m}_{i}, 0}}^{\circ}$ is infinite for some $i \in[k]$.

Proof. This follows from Proposition 3.2.2 and Proposition 3.3.1.
The following corollary states that operators are ultimately injective functions, unless $S_{f, 0}$ is infinite.

Corollary 3.3.4. Let $Q \in \mathbf{Z}[X]$. Then exactly one of the following holds:
$-\mathrm{S}_{\mathrm{f}_{\mathrm{Q}}, 0}=\mathbf{N}$;
$-\mathrm{S}_{\left(\mathrm{f}_{\mathrm{Q}},-\mathrm{f}_{\mathrm{Q}}\right), 0} \backslash\{(n, n) \mid n \in \mathbf{N}\}$ is finite.
Proof. Assume $\mathrm{S}_{\mathrm{f}_{\mathrm{Q}}, 0}$ is finite. Let us then show that $\mathrm{S}_{\left(\mathrm{f}_{\mathrm{Q}},-\mathrm{f}_{\mathrm{Q}}\right), 0} \backslash\{(n, n) \mid n \in \mathbf{N}\}$ is finite. Since $S_{f_{Q}, 0}$ is finite, $S_{\left(f_{Q},-f_{Q}\right), 0} \backslash S_{\left(f_{Q},-f_{Q}\right), 0}^{\text {nd }}$ is finite, so we only need to show that
$\mathrm{S}_{\left(\mathrm{f}_{\mathrm{e}},-\mathrm{f}_{\mathrm{Q}}\right), 0}^{\text {nd }} \backslash\{(n, n) \mid n \in \mathbf{N}\}$ is finite. By Proposition 3.3.1. this amounts to show that for all $k \in \mathbf{N}^{>0}$, the operator $\mathrm{f}_{k}(n)=\mathrm{f}_{\mathrm{Q}}(n)-\mathrm{f}_{\mathrm{Q}}(n+k)$ is such that $\mathrm{S}_{\mathrm{f}_{k}, 0}$ is finite. Notice that the polynomial associated to $f_{k}$ is $Q(X)\left(1-X^{k}\right)$. Therefore, since $\theta>1$ and $Q(\theta) \neq 0$ (or $\theta=\infty$ ) by assumption, we get by Proposition 3.2.2 that $\mathrm{S}_{\mathrm{f}_{k}, 0}$ is finite.

As a corollary of Proposition 3.3.1 and the following result, we obtain the superstability of $R_{\text {ind }}^{0}$, the induced structure on $R$ by equations with coefficients in $\mathbf{Z}$ (see Definition 2.2.3.

Proposition 3.3.5 ([16, Proposition 5.9]). Let $\mathscr{N}$ be the structure ( $\mathbf{N}, S, S^{-1}, 0$ ), where $S(n)=n+1, S^{-1}(n+1)=n$ and $S^{-1}(0)=0$. Then $\mathscr{N}^{1}$ is superstable of $U$-rank 1 .

Recall that $\mathscr{N}^{1}$ is the expansion of $\mathscr{N}$ by unary predicates for all subsets of $\mathscr{N}$.
Corollary 3.3.6. Let $R$ be a regular set. Then $R_{\text {ind }}^{0}$ is definably interpreted in $\mathscr{N}$.
Proof. We interpret the domain of $R_{\text {ind }}^{0}$ as $\mathbf{N}$. Let $a_{1}, \ldots, a_{s} \in \mathbf{Z} \backslash\{0\}$. We need to interpret in $\mathscr{N}$ the set of $s$-tuples of elements in $R$ that satisfy the equation $a_{1} x_{1}+$ $\cdots+a_{s} x_{s}=0$. For all $i \in[s]$, let $f_{i}$ be the operator $n \mapsto a_{i} r_{n}$. We interpret $\{\bar{x} \in$ $\left.R^{s} \mid a_{1} x_{1}+\cdots+a_{s} x_{s}=0\right\}$ as $\mathrm{S}_{\overline{\mathrm{f}}, 0}$ in $\mathscr{N}$. Let us show that $\mathrm{S}_{\overline{\mathrm{f}}, 0}$ is definable in $\mathscr{N}$. As explained at the beginning of Section 3.3 the set

$$
S_{\bar{f}, 0}=\bigcup_{\bar{I} \in \operatorname{Part}([s])} S_{\bar{f}, 0, \bar{I}}^{\text {nd }} .
$$

So we need only to show that $\mathrm{S}_{\overline{\bar{f}, 0, \bar{I}}}^{\text {nd }}$ is definable in $\mathscr{N}$ for all $\bar{I} \in \operatorname{Part}([s])$. Let $\bar{I} \in \operatorname{Part}([s])$. Recall that $S_{\bar{f}, 0, I}$ is defined as

$$
S_{\bar{f}, 0, \bar{I}}^{\text {nd }}=\left\{\bar{n} \in \mathbf{N}^{s} \mid \text { for all } j \in[k], \bar{n}_{I_{j}} \text { is a non-degenerate solution of } \sum_{i \in I_{j}} f_{i}\left(n_{i}\right)=0\right\} .
$$

Therefore, it is enough to show that for all $j \in[k]$, the set

$$
S_{\bar{f}_{I_{j}}, 0, I_{j}}^{\text {nd }}=\left\{\bar{n} \in \mathbf{N}^{\left|I_{I}\right|} \mid \bar{n} \text { is a non-degenerate solution of } \sum_{i \in I_{j}} f_{i}\left(n_{i}\right)=0\right\}
$$

is definable.
Applying Remark $3 \cdot 3 \cdot 2$ to $S_{\tilde{F}_{I_{j}}, 0, I_{j}}^{\text {nd }}$, we only need to show that $S_{\tilde{F}_{\bar{n}_{i}, 0}}^{\circ}$ is definable for all $i \in[k]$. But as $\mathrm{S}_{\mathrm{f}_{i}, 0}^{\circ}$ is either empty or cofinite in $\mathrm{S}_{\mathrm{f}_{n_{i}}, 0}$, we only need to show that the latter is definable. But we know that, by Proposition 3.2.2, the set $\mathrm{S}_{\mathrm{F}_{\bar{n}_{i}}, 0}$ is either finite or $\mathbf{N}$, hence definable.

### 3.4 Sums of operators

Throughout this section, we will use the following notations. Let $\bar{f}$ be a tuple of $k$ operators. Define $\operatorname{Im}(\overline{\mathrm{f}})$ as

$$
\left\{a \in \mathbf{Z} \mid a=\mathrm{f}_{1}\left(n_{1}\right)+\cdots+\mathrm{f}_{k}\left(n_{k}\right) \text { for some } \bar{n} \in \mathbf{N}^{k}\right\} .
$$

Notice that $\operatorname{Im}(\overline{\mathrm{f}})=\left\{a \in \mathbf{Z} \mid \mathrm{S}_{\overline{\mathrm{f}}, a} \neq \varnothing\right\}$. Similarly define $\operatorname{Im}^{+}(\overline{\mathrm{f}})$ as $\operatorname{Im}(\overline{\mathrm{f}}) \cap \mathbf{N}$. We will prove that sets of the form $\operatorname{Im}^{+}(\bar{f})$ are not too dense in $\mathbf{N}$, in the sense that $\operatorname{Im}^{+}(\bar{f})$ does not contain arbitrarily long sequences with bounded gaps (such sets are called piecewise syndetic). As a result, we show that a set of the form $a+b \mathbf{N}$, where $a, b \in \mathbf{N}$ and $b>0$, cannot be covered by finitely many sets of the form $z+\operatorname{Im}^{+}(\overline{\mathrm{f}})$, with $z \in \mathbf{Z}$. This property will be used later on to show that regular sets are bounded, in the sense of Definition 2.1.2.

Definition 3.4.1. Let $A \subset \mathbf{N} . A$ is called piecewise syndetic if there exists $d \in \mathbf{N}^{>0}$ such that for all $k \in \mathbf{N}$, there exists $a_{1}<\cdots<a_{k} \in A$ such that $a_{i+1}-a_{i} \leq d$ for all $i \in[k-1]$.

A key property of piecewise syndetic sets is that they are partition regular: any partition of a piecewise syndetic set must contain a piecewise syndetic set.

Theorem 3.4.2 (Brown's Lemma [30, Theorem 10.37]). Let $A \subset \mathbf{N}$ be piecewise syndetic. If $A=A_{1} \cup \cdots \cup A_{n}$, then there exists $i \in[n]$ such that $A_{i}$ is piecewise syndetic.

The main result of this section is the following.
Theorem 3.4.3. Let $a, b \in \mathbf{N}, b>0$. Then, the set $a+b \mathbf{N}$ cannot be covered by finitely many sets of the form $z+\operatorname{Im}^{+}(\overline{\mathrm{f}})$, where $\overline{\mathrm{f}}$ is a tuple of $k$ operators, $k \in \mathbf{N}$ and $z \in \mathbf{Z}$.

In the next proposition, we show that the image of arbitrary linear combinations of operators is not piecewise syndetic.

Proposition 3.4.4. Let $\bar{f}$ be a tuple of $k$ operators. Then $\operatorname{Im}^{+}(\bar{f})$ is not piecewise syndetic.
Before giving a proof of Proposition 3.4.4, let us show how it is used to prove Theorem 3.4.3.

Proof of Theorem 3.4.3. Since $a+b \mathbf{N}$ is piecewise syndetic, if it were covered by sets of the form $z+\operatorname{Im}^{+}(\overline{\mathrm{f}})$, then one of them would also be piecewise syndetic, by Brown's Lemma. But this would imply that a set of the form $\operatorname{Im}^{+}(\overline{\mathrm{f}})$ is piecewise syndetic since any translate of a piecewise syndetic set is again piecewise syndetic. This contradicts Proposition 3.4.4.

The proof of Proposition 3.4.4 is done by induction on the length of the tuple $\bar{f}$. Our first step is the following lemma, which explains how to apply the induction hypothesis. In this lemma, we show that the elements of $\operatorname{Im}^{+}(\overline{\mathrm{f}})$ that have a fixed gap with another element of $\operatorname{Im}^{+}(\overline{\mathrm{f}})$ lie in a finite union of translates of sets of the form $\operatorname{Im}^{+}\left(\bar{f}_{I}\right)$, where $I \subsetneq[s]$.

Lemma 3.4.5. Let $f_{1}, \ldots, f_{k}$ be operators and $e \in \mathbf{N}^{>0}$. Let $X_{e}$ be the set $\left\{a \in \operatorname{Im}^{+}(\overline{\mathrm{f}}) \mid\right.$ $\left.\exists a^{\prime} \in \operatorname{Im}^{+}(\overline{\mathrm{f}}),\left|a-a^{\prime}\right|=e\right\}$. Then there exists a finite set Z of integers such that

$$
X_{e} \subset \bigcup_{z \in Z} \bigcup_{I \subsetneq[k]}\left(z+\operatorname{Im}^{+}\left(\bar{f}_{I}\right)\right) .
$$

Proof. We first identify Z. Let $a \in X_{e}$. By definition, there is $a^{\prime} \in \operatorname{Im}^{+}(\overline{\mathrm{f}})$ such that $e=a-a^{\prime}$ or $e=a^{\prime}-a$, that we shorten by $e= \pm\left(a-a^{\prime}\right)$. Since both $a$ and $a^{\prime}$ are in $\operatorname{Im}^{+}(\overline{\mathrm{f}})$, we can find $\bar{n}, \bar{n}^{\prime} \in \mathbf{N}^{k}$ such that

$$
a=\sum_{i=1}^{k} \mathrm{f}_{i}\left(n_{i}\right) \text { and } a^{\prime}=\sum_{i=1}^{k} \mathrm{f}_{i}\left(n_{i}^{\prime}\right) .
$$

Since $e= \pm\left(a-a^{\prime}\right)$ we can find $I, I^{\prime} \subset[k]$ such that

$$
e= \pm\left(\sum_{i \in I} f_{i}\left(n_{i}\right)-\sum_{i \in I^{\prime}} f_{i}\left(n_{i}^{\prime}\right)\right)
$$

$\left(\bar{n}_{I}, \bar{n}_{I^{\prime}}^{\prime}\right) \in \mathrm{S}_{\bar{f}_{I} \cup-\bar{f}_{I^{\prime}}, \mathrm{e}}^{\mathrm{nd}} \cup \mathrm{S}_{-\bar{f}_{I} \backslash \bar{f}_{I_{1}}, e}^{\text {nd }}$ and

$$
0=\sum_{i \notin I} \mathrm{f}_{i}\left(n_{i}\right)-\sum_{i \notin I^{\prime}} \mathrm{f}_{i}\left(n_{i}^{\prime}\right) .
$$

We thus let $Z$ be the set

$$
\left\{\sum_{i \in I} \mathrm{f}_{i}\left(n_{i}\right), \sum_{i \in I^{\prime}} \mathrm{f}_{i}\left(n_{i}^{\prime}\right) \mid I, I^{\prime} \subset[k],\left(\bar{n}_{I}, \bar{n}_{I^{\prime}}^{\prime}\right) \in \mathrm{S}_{\bar{f}_{I} \cup-\bar{f}_{I}, e,}^{\mathrm{nd}} \cup \mathrm{~S}_{-\bar{f}_{I} \cup \overline{\mathrm{f}}_{I^{\prime}, e}}^{\mathrm{nd}^{\prime}}\right\} \cup\{0\} .
$$

By Corollary 3.3.3. we have that the sets $S_{-\bar{f}_{I} \cup \bar{f}_{l}, e}^{\text {nd }}$ and $S_{\bar{f}_{I} \cup-\bar{f}_{I^{\prime}}, e}^{\text {nd }}$ are finite. Hence $Z$ is finite.

Let us show that

$$
X_{e} \subset \bigcup_{z \in Z} \bigcup_{I \subsetneq[k]}\left(z+\operatorname{Im}^{+}\left(\bar{f}_{I}\right)\right) .
$$

Let $a \in X_{e}$. As in the first part of the proof there is $a^{\prime} \in \operatorname{Im}^{+}(\overline{\mathrm{f}})$ such that $\left|a-a^{\prime}\right|=e$ and there are $I, I^{\prime} \subset[k]$ such that

$$
e= \pm\left(\sum_{i \in I} f_{i}\left(n_{i}\right)-\sum_{i \in I^{\prime}} f_{i}\left(n_{i}^{\prime}\right)\right),
$$

$$
\begin{aligned}
& \left(\bar{n}_{I}, \bar{n}_{I^{\prime}}^{\prime}\right) \in \mathrm{S}_{\overline{\mathrm{f}}_{I} \cup-\overline{\mathrm{f}}_{I^{\prime}, e}}^{\text {nd }} \cup \mathrm{S}_{-\overline{\mathrm{f}}_{I} \cup \bar{f}_{I^{\prime}}, e}^{\text {nd }} \text { and } \\
& \qquad 0=\sum_{i \notin I} \mathrm{f}_{i}\left(n_{i}\right)-\sum_{i \notin I^{\prime}} \mathrm{f}_{i}\left(n_{i}^{\prime}\right) .
\end{aligned}
$$

In order to show that

$$
a \in \bigcup_{z \in Z} \bigcup_{I \subsetneq[k]}\left(z+\operatorname{Im}^{+}\left(\overline{\mathrm{f}}_{I}\right)\right)
$$

we distinguish three cases.

1. $I=[k]$. In that case, $a \in Z$.
2. $\varnothing \neq I \subsetneq[k]$. In that case, $[k] \backslash I$ is a proper subset of $[k]$ and

$$
a=z+\sum_{i \in[k] \backslash I} \mathrm{f}_{i}\left(n_{i}\right), z=\sum_{i \in I} \mathrm{f}_{i}\left(n_{i}\right) \in \mathrm{Z} .
$$

3. $I=\varnothing$. Since $e>0$, we have that $I^{\prime} \neq \varnothing$. Now if $I^{\prime}=[k]$, we have $a=0 \in Z$. So let us assume that $I^{\prime} \subsetneq[k]$. In that case, $a=\sum_{i \in[k] \backslash I^{\prime}} \mathrm{f}_{i}\left(n_{i}^{\prime}\right)$. Since $[k] \backslash I^{\prime}$ is a proper subset of $[k], a$ has the required form.
We now prove Proposition 3.4 .4 by induction on the length of the tuple $\bar{f}$.
Proof of Proposition 3.4.4 Let $f$ be an operator. By Lemma 3.4.5, we have that $X_{e}$ is finite for all $e \in \mathbf{N}^{>0}$. This implies that $\operatorname{Im}^{+}(\mathrm{f})$ cannot be piecewise syndetic.

Let $k>1$ and assume that the proposition holds for all tuple $\bar{f}$ of length $\leq k$. Let $f_{1}, \ldots, f_{k+1}$ be operators such that $\operatorname{Im}^{+}(\bar{f})$ is infinite. Suppose, towards a contradiction that $\operatorname{Im}^{+}(\overline{\mathrm{f}})$ is piecewise syndetic. Assume $d \in \mathbf{N}^{>0}$ witnesses the fact that $\operatorname{Im}^{+}(\overline{\mathrm{f}})$ is piecewise syndetic. Recall that for $e \in \mathbf{N}^{>0}$ we defined $X_{e}$ as $\left\{a \in \operatorname{Im}^{+}(\overline{\mathrm{f}}) \mid \exists a^{\prime} \in\right.$ $\left.\operatorname{Im}^{+}(\overline{\mathrm{f}}),\left|a-a^{\prime}\right|=e\right\}$. Even though $X_{1} \cup \cdots \cup X_{d}$ may not equal $\operatorname{Im}^{+}(\overline{\mathrm{f}})$, this subset will play a key role in the rest of the proof, as it is the "piecewise syndetic part of $\operatorname{Im}^{+}(\overline{\mathrm{f}})$ with respect to $d^{\prime \prime}$. Indeed, the set $X_{1} \cup \cdots \cup X_{d}$ is itself piecewise syndetic so that by Brown's Lemma, there exists $i \in[d]$ such that $X_{i}$ is also piecewise syndetic. But by Lemma 3.4.5 we know that $X_{i}$ is contained in a finite union of sets of the form $z+\operatorname{Im}^{+}\left(\bar{f}^{\prime}\right)$, where $\bar{f}^{\prime}$ is of length $\leq k$. But this is implies, by Brown's Lemma and the fact that a set containing a piecewise syndetic set is itself piecewise syndetic, the existence of a piecewise syndetic set of the form $z+\operatorname{Im}^{+}\left(\bar{f}^{\prime}\right)$, where $\bar{f}^{\prime}$ is of length $\leq k$. This contradicts our induction hypothesis. So $\operatorname{Im}^{+}(\overline{\mathrm{f}})$ is not piecewise syndetic, which is what we wanted.

We are now ready to prove that regular sets are bounded.
Corollary 3.4.6. Let $R$ be a regular set. Then $R$ is bounded.

Proof. The proof follows [37, Lemma 3.4 and Lemma 3.5] and is an application of Theorem 2.1.9. First let us show that, for any $\mathcal{L}_{g}$-formula $\varphi(\bar{x}, y, \bar{z})$, any consistent set the form

$$
\Gamma(y)=\left\{\varphi(\bar{b}, y, \bar{\alpha}) \mid \bar{\alpha} \in R^{n}\right\}
$$

where $\bar{b} \in \mathbf{Z}$ and $n$ is the length of the tuple $\bar{z}$, is realized by some $s \in \mathbf{Z}$.
Using quantifier elimination in $\mathcal{L}_{g}$, we can assume that $\varphi$ is a disjunction of conjunctions of atomic formulas and negations of atomic formulas. By the consistency of $\Gamma(y)$, we may select for each $\bar{\alpha} \in R^{n}$, one of the disjunctive clauses. So we may assume, using the fact that $\forall x\left(\neg D_{n}(x) \leftrightarrow \bigvee_{k=1}^{n-1} D_{n}(x+k)\right)$, that $\varphi(\bar{b}, y, \bar{\alpha})$ is of the form

$$
\bigwedge_{i \in I_{1, \bar{x}}} t_{i}(\bar{b}, y, \bar{\alpha})=0 \wedge \bigwedge_{i \in I_{2, \bar{x}}} t_{i}(\bar{b}, y, \bar{\alpha}) \neq 0 \wedge \bigwedge_{i \in I_{3, \bar{x}}} D_{n_{i}}\left(t_{i}(\bar{b}, y, \bar{\alpha})\right),
$$

where $t_{i}(\bar{x}, y, \bar{z})$ is a term for all $i \in I_{1, \bar{\alpha}} \cup I_{2, \bar{\alpha}}$ and $j \in I_{3, \bar{\alpha}}$. We may further assume that $I_{1, \bar{\alpha}}=\varnothing$ (otherwise $y \in \mathbf{Z}$ since $\bar{b} \in \mathbf{Z}$ and $R \subset \mathbf{Z}$ ). Given $i \in I_{2, \bar{\alpha}} \cup I_{3, \bar{\alpha}}$, the term $t_{i}(\bar{b}, y, \bar{z})$ is equal to $m_{i} y+d_{i}+a_{1} z_{1}+\cdots+a_{\ell_{i}} z_{\ell_{i}}$, where $m_{i}, d_{i} \in \mathbf{Z}, \bar{a}_{i} \in \mathbf{Z}^{\ell_{i}}$ and $\ell_{i} \in \mathbf{N}$. Notice that we may assume that $m_{i}=m_{\bar{\alpha}}$ for all $i \in I_{2, \bar{\alpha}} \cup I_{3, \bar{\alpha}}$ (otherwise, we multiply the inequation $t_{i}(\bar{x}, y, \bar{z}) \neq 0$ by $k_{i}=\prod_{j \neq i} m_{j}$ for all $i \in I_{2} \cup I_{3}$, and replace $D_{n_{i}}\left(t_{i}(\bar{x}, y, \bar{z})\right)$ by the equivalent formula $\left.D_{k_{i} n_{i}}\left(k_{i} t_{i}(\bar{x}, y, \bar{z})\right)\right)$. Likewise, since the set $\left\{m_{\bar{\alpha}} \mid \bar{\alpha} \in R^{n}\right\}$ is finite, we may assume that $m_{\bar{\alpha}}=m$ for all $\bar{\alpha} \in R^{n}$. Also, note that the set

$$
C=\bigcup_{\bar{\alpha} \in R} \bigcup_{i \in I_{2, \bar{x}}}\left\{\left(d_{i}, \bar{a}_{i}\right)\right\}
$$

is finite.
Thus $\Gamma(y)$ expresses the fact that $y$ is in a coset of a subgroup of $\mathbf{Z}$, say $c+d \mathbf{Z}$ for some $c, d \in \mathbf{N}$, and $-m y$ is not in the set

$$
X=\bigcup_{(d, \bar{a}) \in C}\left\{d+a_{1} z_{1}+\cdots+a_{\ell} z_{\ell}\left|\bar{z} \in R^{\ell}, \ell=|\bar{a}|\right\} .\right.
$$

But, by Theorem 3•4.3. $X$ does not cover $m c+m d \mathbf{N}$ (use operators of the form $n \mapsto a r_{n}$ to apply the theorem). So there is $s \in \mathbf{N}$ such that $m(c+d s)$ is not in $X$, which is what we wanted.

Let $\varphi(\bar{x}, y, \bar{z})$ be an $\mathcal{L}_{g}$-formula. Let $\ell=|\bar{x}|$ ard $n=|\bar{z}|$. Since $\mathscr{Z}$ has nfcp, there exists $k \in \mathbf{N}$ such that for all $\bar{b} \in \mathbf{Z}^{\ell}$ if $\Gamma(y)=\left\{\varphi(\bar{b}, y, \bar{\alpha}) \mid \bar{\alpha} \in R^{n}\right\}$ is $k$-consistent, then it is consistent. Thus, we have that

$$
\mathscr{Z}_{R} \models \forall \bar{x}\left(\left(\forall \bar{z}_{1} \in R \ldots \forall \bar{z}_{k} \in R \exists y \bigwedge_{j \in[k]} \varphi\left(\bar{x}, y, \bar{z}_{j}\right)\right) \rightarrow \exists y \forall \bar{z} \in R \varphi(\bar{x}, y, \bar{z})\right) .
$$

Thus by Theorem 2.1.9, $R$ is bounded.

Remark 3.4.7. As we explained in Chapter 2, it is unnecessary to establish that the pair $\mathscr{Z}_{R}$ is bounded, in view of Theorem 2.2.6. However, the material developed in this section will be needed in Chapter 4 for our quantifier elimination result, namely in Proposition 4.4.2.

Using Corollary 3.4.6, we can show that two tuples have the same $\mathcal{L}_{R}$-type over $A$ if they have the same type in $\mathcal{L}_{g}$ over $R \cup A$.

Proposition 3.4.8 ([37, Corollary 3.7]). Let $R$ be a regular set. Let $\mathscr{G}$ be a monster model of $\operatorname{Th}\left(\mathscr{Z}_{R}\right)$. Let $A \subset G$ and $\bar{a}, \bar{b} \in A^{n}$. Then $\operatorname{tp}^{\mathcal{L}_{R}}(\bar{a} / A)=\operatorname{tp}^{\mathcal{L}_{R}}(\bar{b} / A)$ if $\operatorname{tp} \mathcal{L}_{g}(\bar{a} / R(G), A)=$ $\operatorname{tp}^{\mathcal{L}_{g}(\bar{b} / R(G), A) \text {. } . ~ . ~ . ~}$

Proof. Assume that $\operatorname{tp}^{\mathcal{L}}(\bar{a} / R(G), A)=\operatorname{tp}^{\mathcal{L}_{g}}(\bar{b} / R(G), A)$. By Corollary 3.4.6. we have to show that $\bar{a}$ and $\bar{b}$ satisfy the same bounded formulas. We proceed by induction on $n$, the number of bounded quantifiers in $\varphi(\bar{x})$. Let $\varphi(\bar{x})$ be a bounded formula with parameters in $R(G) \cup A$, that is $\varphi(\bar{x})$ is of the form

$$
Q_{1} y_{1} \in R, \ldots, Q_{n} y_{n} \in R, \psi(\bar{x}, \bar{y}),
$$

where $n \in \mathbf{N}, Q_{i} \in\{\forall, \exists\}$ for all $i \in[n]$ and $\psi(\bar{x}, \bar{y})$ is a $\mathcal{L}_{g}$-formula with parameters in $R(G) \cup A$. If $n=0$, then there is nothing to do since we assumed that $\operatorname{tp}^{\mathcal{L}_{g}}(\bar{a} / R(G), A)=\operatorname{tp}^{\mathcal{L}_{g}}(\bar{b} / R(G), A)$. Assume that $n>0$ and that $\bar{a}$ and $\bar{b}$ satisfy the same bounded formulas with $k<n$ bounded quantifiers. Let us show that $\mathscr{G} \mid=\varphi(\bar{a}) \leftrightarrow \varphi(\bar{b})$. We may assume, without loss of generality, that $Q_{1}=\exists$. Assume that $\mathscr{G} \models \varphi(\bar{a})$. Then there exists $c \in R(G)$ such that

$$
\mathscr{G} \models Q_{2} y_{2} \in R, \ldots, Q_{n} y_{n} \in R, \psi\left(\bar{a}, c, y_{2}, \ldots, y_{n}\right) .
$$

But the formula $Q_{2} y_{2} \in R, \ldots, Q_{n} y_{n} \in R, \psi\left(\bar{x}, c, y_{2}, \ldots, y_{n}\right)$ is a bounded formula with parameters in $R(G) \cup A$ and $n-1$ bounded quantifiers. So by the inductive assumption

$$
\mathscr{G} \models Q_{2} y_{2} \in R, \ldots, Q_{n} y_{n} \in R, \psi\left(\bar{b}, c, y_{2}, \ldots, y_{n}\right) .
$$

Likewise, we show that if $\mathscr{G} \models \varphi(\bar{b})$ then $\mathscr{G} \models \varphi(\bar{a})$.
In conclusion, $\operatorname{tp}^{\mathcal{L}_{R}}(\bar{a} / A)=\operatorname{tp}^{\mathcal{L}_{R}}(\bar{b} / A)$.

### 3.5 Superstability

We are now able to prove the main theorem of this chapter, which states that expansions of $\mathscr{Z}$ by regular sets are superstable of Lascar rank $\omega$.

Theorem 3.5.1. Let $R$ be a regular set. Then $\operatorname{Th}\left(\mathscr{Z}_{R}\right)$ is superstable of Lascar rank $\omega$.

Proof. By Proposition 3.3.5 and Corollary 3.3.6, we get that $R_{\text {ind }}^{0}$ is superstable. Furthermore, by Corollary $3.4 .6 R$ is bounded. So, we deduce from Theorem 2.1.3 that $\mathscr{Z}_{R}$ is superstable. Since $\mathscr{Z}_{R}$ is a proper expansion of $\mathscr{Z}$, it must have Lascar rank $\geq \omega$ by [37, Theorem 1]. So what remains to be shown is that the rank is $\leq \omega$. We follow the proof of [37. Theorem 2], which covers the case of $R=\left\{q^{n} \mid n \in \mathbf{N}\right\}$, $q \in \mathbf{N}^{>1}$. First, let us note that the $U$-rank of $R$ is 1 , since by Proposition 3.3.5, $\mathscr{N}$ has $U$-rank 1 and by Corollary 3.3.6, $R_{\text {ind }}$ is definably interpreted in $\mathscr{N}$. Now we prove that $U\left(\operatorname{Th}\left(\mathscr{Z}_{R}\right)\right) \leq \omega$. Let $\mathscr{G} \succ \mathscr{Z}_{R}$ be a monster model. Since $\operatorname{Th}\left(\mathscr{Z}_{R}\right)$ is superstable, by Proposition 1.1.14, it is enough to show that $U(p) \leq \omega$ where $p$ is the principal generic over $\mathbf{Z}$. By definition, this amounts to show that any forking extension of $p$ has finite $U$-rank.

First let us show that if $h \in \operatorname{acl}^{\mathcal{L}_{R}}(R(G), B)$, then $U(h / B)<\omega$. Let $\bar{c} \in R(G)^{n}$ be such that $h \in \operatorname{acl}^{\mathcal{L}_{R}}(\bar{c}, B)$. In particular $U(h / \bar{c}, B)=0$. By Proposition 3.3.5 and Corollary $3 \cdot 3.6$ and Lascar's inequality, $U(\bar{c}) \leq n$. Then by Proposition 1.1.3, $U(h, \bar{c} / B)=U(h / \bar{c}, B)+U(\bar{c} / B)=U(\bar{c} / B)$ and $U(h, \bar{c} / B)=U(\bar{c} / h, B)+U(h / B)$. So, $U(h / B) \leq U(\bar{c} / B) \leq n<\omega$.

Now consider a forking extension of $p$, say $\operatorname{tp}^{\mathcal{L}_{R}}(b / B), \mathbf{Z} \subset B$, and $q=\operatorname{tp}(a / B)$ a non-forking extension of $p$. In particular, $U(q) \geq \omega$. We want to show that that $b \in \operatorname{acl}^{\mathcal{L}_{R}}(R(G), B)$, which would imply, by the calculations above, that $U(q)$ is finite.

Assume on the contrary that $b \notin$ acl $^{\mathcal{L}_{R}}(R(G), B)$. Since $U(p)=U(a / B) \geq \omega$, we have that $a \notin \operatorname{acl}^{\mathcal{L}_{R}}(R(G), B)$. Hence $a \notin \operatorname{acl}^{\mathcal{L}_{g}}(R(G), B)$. So, in the $\mathcal{L}_{g}$-theory of $\mathscr{Z}$, $U(a / R(G), B)=1$. Thus, $\operatorname{tp}^{\mathcal{L}_{8}}(a / R(G), B)$ is a generic type. By the same reasoning, this is also true for $\operatorname{tp}^{\mathcal{L}_{g}}(b / R(G), B)$. So by Proposition 1.1.15 $\operatorname{tp}^{\mathcal{L}_{g}}(b / R(G), B)=$ $\operatorname{tp}^{\mathcal{L}_{g}}(a / R(G), B)$. This implies, by Proposition 3.4.8, $\operatorname{tp}^{\mathcal{L}_{R}}(b / B)=\operatorname{tp}^{\mathcal{L}_{R}}(a / B)$. Therefore $\operatorname{tp}^{\mathcal{L}_{R}}(b / B)$ is also generic. By Proposition 1.1.10, we have that $q$ is a non-forking extension of $p$, a contradiction.

### 3.6 Comparison with geometrically sparse sets

When we were developing the material of this chapter, G. Conant independently developed the notion of geometrically sparse set in [16]. Because there is an overlap between Theorem $\sqrt[3 \cdot 5 \cdot 1]{ }$ and [16. Theorem 7.1], we believe that a comparison between the two notions involved is in order.

Definition 3.6.1 ( $\left[16\right.$, Definition 6.2]). Let $A \subset \mathbf{Z},\left(r_{n}\right) \subset \mathbf{Z}$ and $B \subset \mathbf{R}^{>0}$.

1. $B$ is said to be geometric if $\{a / b \mid a \geq b, a, b \in B\}$ is closed and discrete.
2. $A$ is said to be geometrically sparse if there is a function $f: A \rightarrow \mathbf{R}^{>0}$ such that $f(A)$ is geometric and $\sup \{|a-f(a)| \mid a \in A\}<\infty$. A sequence $\left(r_{n}\right)$ is said to be geometrically sparse if $\left\{r_{n} \mid n \in \mathbf{N}\right\}$ is geometrically sparse.

In case $\left(r_{n}\right)$ is strictly increasing, then if $\left(r_{n}\right)$ is geometrically sparse, there exists an increasing sequence $\left(\lambda_{n}\right) \subset \mathbf{R}^{\geq 1}$ such that $X=\left\{\lambda_{m} / \lambda_{n} \mid n<m\right\}$ is closed and discrete and $\sup _{n \in \mathbf{N}}\left|r_{n}-\lambda_{n}\right|<\infty$, see [16, Proposition 7.2]. The proof of [16, Proposition 7.2] requires a bit of work since a witness $f:\left\{r_{n} \mid n \in \mathbf{N}\right\} \rightarrow \mathbf{R}^{>0}$ of the fact that $\left(r_{n}\right)$ is geometrically sparse is not necessarily strictly increasing.

We recall the main result of [16].
Theorem 3.6.2 ([16, Theorem 7.1]). Let $A \subset \mathbf{Z}$. If $A$ is geometrically sparse, then $\operatorname{Th}\left(\mathscr{Z}_{A}\right)$ is superstable of $U$-rank $\omega$.

In our comparison between our theorem and [16, Theorem 7.1], we will use the following lemma about geometrically sparse sequences $\left(r_{n}\right)$ with a Kepler limit in $\mathbf{R}^{>1}$.

Lemma 3.6.3. Let $\left(r_{n}\right)$ be a geometrically sparse sequence such that $r_{n+1} / r_{n} \rightarrow \theta \in \mathbf{R}^{>1}$. Then there exists $\tau \in \mathbf{R}{ }^{\geq 1}$ such that $r_{n} / \theta^{n} \rightarrow \tau$.

Proof. Let $A$ and $f:\left\{r_{n} \mid n \in \mathbf{N}\right\} \rightarrow A$ witness the fact that $\left(r_{n}\right)$ is geometrically sparse. Put $\lambda_{n}=f\left(r_{n}\right)$. As $\sup _{n \in \mathbf{N}}\left|r_{n}-\lambda_{n}\right|<k$, we have that

$$
\lim _{n \rightarrow \infty} \frac{\lambda_{n}}{r_{n}}=1
$$

Since $r_{n+1} / r_{n} \rightarrow \theta$, we get

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{\lambda_{n+1}}{\lambda_{n}} & =\lim _{n \rightarrow \infty} \frac{\lambda_{n+1}}{r_{n+1}} \frac{r_{n}}{\lambda_{n}} \frac{r_{n+1}}{r_{n}} \\
& =\theta
\end{aligned}
$$

But, as $X$ is closed and discrete, if the sequence $\left(\lambda_{n+1} / \lambda_{n}\right)$ converges, then it is ultimately constant and so ultimately equal to $\theta$. As a result, there exists $\tau \in \mathbf{R}^{\geq 1}$ such that $\lambda_{n}=\tau \theta^{n}$ for all $n \in \mathbf{N}$ sufficiently large. Hence $\left(\lambda_{n} / \theta^{n}\right)$ converges to $\tau$.

Now, let us discuss the overlap between Theorem 3.5.1 and [16, Theorem 7.1]:

- the case where $r_{n+1} / r_{n} \rightarrow \infty$ is completely covered by [16. Theorem 7.1] (as a consequence of [16, Proposition 6.3]);
- the case where $r_{n+1} / r_{n} \rightarrow \theta$ and $\theta$ is algebraic, there are examples of regular sequences that are not geometrically sparse. For instance, we can show by direct calculations that the sequence defined by $r_{n+2}=5 r_{n+1}+7 r_{n}, r_{1}=1$ and $r_{0}=0$, is regular but not geometrically sparse. Indeed, first notice that for all $n \in \mathbf{N}$, $r_{n}=\alpha\left(\lambda_{+}^{n}-\lambda_{-}^{n}\right)$, where $\alpha=1 / \sqrt{53}, \lambda_{ \pm}=(5 \pm \sqrt{53}) / 2$. Then assume that there is a sequence $\left(\lambda_{n}\right)$ such that $\sup \left\{\left|r_{n}-\lambda_{n}\right| \mid n \in \mathbf{N}\right\}=k \in \mathbf{R}$. Let $\kappa_{n}=\lambda_{n} / \lambda_{+}^{n}$
and note that $\kappa_{n} \rightarrow \alpha$. Now we have $\left|r_{n}-\lambda_{n}\right|=\left|\left(\alpha-\kappa_{n}\right) \lambda_{+}^{n}-\alpha \lambda_{-}^{n}\right|$. We want to show that $\left\{\lambda_{m} / \lambda_{n} \mid n \leq m\right\}$ cannot be both closed and discrete. Assume towards a contradiction that $\left\{\lambda_{m} / \lambda_{n} \mid n \leq m\right\}$ is closed and discrete. In that case, $\lambda_{n+1} / \lambda_{n}$ is ultimately equal to $\lambda_{+}$. Thus $\kappa_{n+1} / \kappa_{n}$ is ultimately equal to 1. This in turn implies that $\kappa_{n}=\alpha$ for all sufficiently large $n \in \mathbf{N}$. But in this case, $\left|r_{n}-\lambda_{n}\right|=\left|\alpha \lambda_{-}^{n}\right|$ for all sufficiently large $n \in \mathbf{N}$, in contradiction with the boundedness of $\left(\left|r_{n}-\lambda_{n}\right|\right)$;
- for the case where $r_{n+1} / r_{n} \rightarrow \theta$ and $\theta$ is transcendental, we can construct non-geometrically sparse sequences that are regular from geometrically sparse sequences. More precisely, if $\left(r_{n}\right)$ is geometrically sparse, that is $\sup _{n \in \mathbf{N}}\left|r_{n}-\lambda_{n}\right|$ is finite for some sequence $\left(\lambda_{n}\right) \subset \mathbf{R}^{\geq 1}$ such that $X=\left\{\lambda_{m} / \lambda_{n} \mid n<m\right\}$ is closed and discrete, then the sequence $\left(r_{n}+n\right)$ is not geometrically sparse but satisfies Theorem 3.5.1. Since there exists $\tau \in \mathbf{R}^{\geq 1}$ such that $r_{n} / \theta^{n} \rightarrow \tau$, we may assume, by Lemma 3.6.3, $\lambda_{n}=\tau \theta^{n}$.
Assume, towards a contradiction, that there is $\left(\lambda_{n}^{\prime}\right)$ such that $\sup _{n \in \mathbf{N}} \mid r_{n}+n-$ $\lambda_{n}^{\prime} \mid<\infty$ and $X^{\prime}=\left\{\lambda_{m}^{\prime} / \lambda_{n}^{\prime} \mid n \leq m\right\}$ is closed in discrete. Now let $\kappa_{n}=$ $\tau \theta^{n}+n-\lambda_{n}^{\prime}$. Notice that $\left(\kappa_{n}\right)$ is bounded since we assumed $\left(r_{n}\right)$ geometrically sparse. So we have that $\lambda_{n+1}^{\prime} / \lambda_{n}^{\prime} \rightarrow \theta$. Since $X^{\prime}$ is closed in discrete, this last sequence is ultimately constant: for all $n \in \mathbf{N}$ sufficiently large,

$$
\theta=\frac{\tau \theta^{n+1}+n+1-\kappa_{n+1}}{\tau \theta^{n}+n-\kappa_{n}}
$$

So, for all sufficiently large $n \in \mathbf{N}, n(\theta-1)=1-\kappa_{n+1}+\theta \kappa_{n}$, a contradiction.
For the remainder of this section we investigate further the class of geometrically sparse sequence that satisfy a linear recurrence relation. We characterize geometrically sparse sequences among linear recurrence sequences that have a Kepler limit in $\mathbf{R}^{>1}$. In particular, we show that those sequences must have a Kepler limit that is either a Pisot number or a Salem number ${ }^{2}$

Theorem 3.6.4. Let $\left(r_{n}\right) \subset \mathbf{Z}$ be a linear recurrence sequence, with minimal polynomial $P$. Assume that $\left(r_{n}\right)$ has a Kepler limit $\theta \in \mathbf{R}^{>1}$. Then $\left(r_{n}\right)$ is geometrically sparse if and only if $\theta$ is the only root of $P$ such that $|\theta|>1$, has multiplicity 1 and if $\theta^{\prime}$ is a root of $P$ of modulus 1 then it is a root of multiplicity 1. In particular, $\theta$ is either a Pisot or Salem number.

Proof. Using Binet's formula (cf. Theorem 1.3.4), we know that for all $n \in \mathbf{N}$,

$$
r_{n}=\sum_{i=1}^{k} P_{i}(n) \theta_{i}^{n}
$$

[^2]where $\operatorname{deg}\left(P_{i}\right)+1$ is the multiplicity of $\theta_{i}$ as a root of $P$. We may assume that $\left|\theta_{i}\right| \geq$ $\left|\theta_{i+1}\right|$ and $\left|\theta_{i}\right|=\left|\theta_{i+1}\right| \Rightarrow \operatorname{deg}\left(P_{i}\right) \geq \operatorname{deg}\left(P_{i+1}\right)$.

Assume first $\theta$ has multiplicity 1 and is the only root of $P$ of modulus $>1$ and if $\theta^{\prime}$ is a root of $P$ of modulus 1 then it is a root of multiplicity 1 . In that case, by Theorem 1.3.8, $\theta=\theta_{1}$ and $\left|\theta_{1}\right|>\left|\theta_{2}\right|$. Also, $P_{1}(n)=c_{1}$ since $\theta$ has multiplicity 1 as a root of $P$. Let $A=\left\{c_{1} \theta^{n} \mid n \in \mathbf{N}\right\}$ and let $f:\left\{r_{n} \mid n \in \mathbf{N}\right\} \rightarrow A: r_{n} \mapsto c_{1} \theta^{n}$. Let us show that $\left(r_{n}\right)$ is geometrically sparse using $A$ and $f$. We have $X=\{a / b \mid a \geq b, a, b \in A\}=$ $\left\{\theta^{n} \mid n \in \mathbf{N}\right\}$. Also $X \subset \mathbf{R}^{>0}$, since $\theta>0$. As $\theta>1$, any convergent sequence in $X$ is either ultimately constant or tends towards $\infty$, hence $X$ is closed and discrete. This shows that $A$ is geometric. To conclude, let us show that $\sup \left\{\left|r_{n}-f\left(r_{n}\right)\right| \mid n \in \mathbf{N}\right\}$ is finite. We have, for all $n \in \mathbf{N}$,

$$
\begin{aligned}
\left|r_{n}-f\left(r_{n}\right)\right| & =\left|\sum_{i=1}^{k} P_{i}(n) \theta_{i}^{n}-c_{1} \theta_{1}^{n}\right| \\
& =\left|\sum_{i=2}^{k} P_{i}(n) \theta_{i}^{n}\right| \\
& \leq \sum_{\substack{i \in[k] \\
\left|\theta_{i}\right|=1}}\left|P_{i}(n) \theta_{i}^{n}\right|+\sum_{\substack{i \in[k] \\
\left|\theta_{i}\right|<1}}\left|P_{i}(n) \theta_{i}^{n}\right|
\end{aligned}
$$

By assumption, we have that $P_{i}(n)=c_{i}$ for all $i \in[k]$ such that $\left|\theta_{i}\right|=1$. Also,

$$
\sum_{\substack{i \in[k] \\\left|\theta_{i}\right|<1}}\left|P_{i}(n) \theta_{i}^{n}\right| \rightarrow 0
$$

So, for all $n \in \mathbf{N}$ sufficiently large,

$$
\left|r_{n}-f\left(r_{n}\right)\right| \leq \sum_{\substack{i \in[k] \\\left|\theta_{i}\right|=1}}\left|c_{i}\right|+1
$$

Hence $\sup \left\{\left|r_{n}-f\left(r_{n}\right)\right| \mid n \in \mathbf{N}\right\}$ is finite.
Let us now assume that $\left(r_{n}\right)$ is geometrically sparse, as witnessed by the geometric set $A$ and the map $f:\left\{r_{n} \mid n \in \mathbf{N}\right\} \rightarrow A$. Let $\lambda_{n}=f\left(r_{n}\right)$. Since $\sup \left\{\left|r_{n}-\lambda_{n}\right| \mid n \in\right.$ $\mathbf{N}\}<\infty$, we have that $\left(\lambda_{n}\right)$ has Kepler limit $\theta$. Therefore, since $\left\{\lambda_{m} / \lambda_{n} \mid \lambda_{n} \leq \lambda_{n}\right\}$ is closed and discrete, there exists $c \in \mathbf{R}$ such that $\lambda_{n}=c \theta^{n}$ for all $n$ sufficiently large. Hence we may assume that $\lambda_{n}=c \theta^{n}$ for all $n \in \mathbf{N}$. As a result, for all $n \in \mathbf{N}$,

$$
\begin{aligned}
r_{n}-\lambda_{n} & =\left(P_{1}(n)-c\right) \theta_{1}^{n}+\sum_{i=1}^{k} P_{i}(n) \theta_{i}^{n} \\
& =\left(P_{1}(n)-c\right) \theta_{1}^{n}+o\left(\left|P_{1}(n) \theta_{1}^{n}\right|\right)
\end{aligned}
$$

Thus, since $\sup \left\{\left|r_{n}-\lambda_{n}\right| \mid n \in \mathbf{N}\right\}<\infty$, we must have $P_{1}(n)=c$ for all $n \in \mathbf{N}$ and $\left|\theta_{2}\right| \leq 1$. To finish the proof, we need to show that $\operatorname{deg}\left(P_{2}\right)=0$. But this is a consequence of [1, Lemma 3.2], which states that a sequence $\left(s_{n}\right)$ of the form $s_{n}=\sum_{i=1}^{\ell} Q_{i}(n) \eta_{i}^{n}$, where $Q_{i} \in \mathbf{C}[X]$ and $\eta_{1}, \ldots, \eta_{\ell}$ are pairwise distinct complex numbers of modulus 1 , is bounded only when $\operatorname{deg}\left(Q_{i}\right)=0$ for all $i \in[\ell]$.

We point out that the minimal polynomial of a linear recurrence sequence with a Kepler limit that is geometrically sparse is not necessarily the minimal polynomial of its Kepler limit. For instance, consider $P(X)=\left(X^{2}-2 X-1\right)(X-1)$ and the recurrence $r_{n}=(1+\sqrt{2})^{n}+(1-\sqrt{2})^{n}+1$. By Theorem 3.6.4. $\left(r_{n}\right)$ is geometrically sparse, with Kepler limit $1+\sqrt{2}$, whose minimal polynomial, $X^{2}-2 X-1$, is not the minimal polynomial of $\left(r_{n}\right)$. Notice that $\left(r_{n}\right)$ is not a regular sequence.

The situation when we remove the Kepler limit assumption is less clear. While we do not believe that the statement of Theorem 3.6.4 is true without this assumption, we think that it is plausible if we require $\left(r_{n}\right)$ to be non-degenerate. However, we do not have a proof of such a result.

### 3.7 Expansions of $(\mathbf{Z},+, 0)$ and the Mann property

Let $\mathscr{K}$ be a field of characteristic zero and consider equations of the form $\sum_{i=1}^{n} q_{i} x_{i}=1$, where $q_{i} \in \mathbf{Q} \backslash\{0\}$. Let $A \subset K$. A solution $\bar{a}$ in $A^{n}$ is non-degenerate if $\sum_{j \in J} q_{j} a_{j} \neq 0$, for any proper subset $J$ of $[n]$. The set $A$ has the Mann property if any such equation has only finitely many non-degenerate solutions. This terminology comes from the work of L. van den Dries and A. Günaydın on expansions of algebraically closed fields or real-closed fields $K$ by a small (in the sense of [20, Section 2], and which differs from Definition 2.1.7. subgroup $G$ of the multiplicative group of the field. In [20] it is mentioned that the expression Mann property comes from a result of H . Mann that states that the multiplicative group of roots of unity in $\mathbf{C}$ has the Mann property (see [32]). The paper [20] is concerned with the model theory of pairs $\mathscr{K}_{G}$, where $\mathscr{K}$ is either algebraically closed of characteristic 0 or real closed, and where $G$ has the Mann property. One of their results is a characterization of elementary equivalence between those structures (see [20, Theorems 1.2 and 1.3]).

In this section, we consider expansions of the form $(\mathbf{Z},+, 0, M)$ where $(M, \cdot 1)$ is a submonoid of $(\mathbf{Z}, \cdot, 1)$ with the Mann property. Let $G$ be the subgroup of $(\mathbf{Q} \backslash\{0\}, \cdot, 1)$ generated by $M$, then it has the Mann property. An examples of such monoid is $\left\langle 2^{\mathbf{Z}}, 3^{\mathbf{Z}}\right\rangle \cap \mathbf{N}=\left\langle P_{2}, P_{3}\right\rangle$. More generally, any finitely generated submonoid $(M, \cdot 1)$ of $(\mathbf{Z}, \cdot, 1)$ has the Mann property, since the corresponding group $(G, \cdot, 1)$ has finite $\operatorname{rank}$ (as an abelian group, that is $\operatorname{dim}_{\mathbf{Q}} G \otimes_{\mathbf{Z}} \mathbf{Q}$ is finite), see [31, Théorème 1]. As
mentioned in the introduction of this chapter, the result of this section is a special case of [15, Theorem 3.1], but with a short proof.

Let $(M, \cdot 1)$ be a submonoid of $(\mathbf{Z}, \cdot, 1)$. Let $\mathcal{L}_{M}$ be the language $\{1, s \mid s \in M\}$, where $s$ is a unary function interpreted as $s(m)=s \cdot m$. Let $\mathscr{M}$ be the $\mathcal{L}_{M}$-structure $(M, 1, s \mid s \in M)$. Finally let $\mathscr{M}^{1}$ be the expansion of $\mathscr{M}$ by unary predicates $R_{X}$ for all subsets $X$ of $M$. As before, we let $\mathcal{L}^{1}$ be the resulting language.

Lemma 3.7.1. $T=\operatorname{Th}\left(\mathscr{M}^{1}\right)$ has quantifier elimination and is superstable.
Proof. Let us show that $T$ has quantifier elimination. Let $\mathscr{N}_{1}, \mathscr{N}_{2}$ be models of $T$ and let $\mathscr{A}$ be a common substructure. Let $\varphi(x, \bar{y})$ be a quantifier-free formula. Let $\bar{a} \in A^{|\bar{y}|}$ and assume that there exists $b \in N_{1} \backslash A$ such that $\mathscr{N}_{1} \models \varphi(b, \bar{a})$. Let us show that these exists $b^{\prime} \in N_{2}$ such that $N_{2} \models \varphi\left(b^{\prime}, \bar{a}\right)$.

We may assume that $\varphi(x, \bar{y})$ is of the form

$$
\bigwedge_{i \in I_{1}} s_{i}(x)=s_{i}^{\prime}\left(y_{i}\right) \wedge \bigwedge_{i \in I_{2}} s_{i}(x) \neq s_{i}^{\prime}\left(y_{i}\right) \wedge \psi(x)
$$

where $\psi(x)$ is a quantifier-free formula. As for all $s \in M, T \models \forall x y(x=y \leftrightarrow s(x)=$ $s(y))$, we can assume that for all $i \in I_{1} \cup I_{2}, s_{i}=s$. Thus, $\varphi(x, \bar{y})$ is of the form

$$
\bigwedge_{i \in I_{1}} s(x)=s_{i}^{\prime}\left(y_{i}\right) \wedge \bigwedge_{i \in I_{2}} s(x) \neq s_{i}^{\prime}\left(y_{i}\right) \wedge \psi(x)
$$

We first assume that $I_{1} \neq \varnothing$. Let $i_{0} \in I_{1}$. Consider $X=\{m \in \psi(M) \mid m=$ $s n$ for some $n \in M\}$. Then we have that $\mathscr{N} \vDash P_{X}\left(s_{i_{0}}^{\prime}\left(a_{i_{0}}\right)\right)$. But then there exists $b^{\prime} \in \psi(N)$ such that $s b^{\prime}=s_{i_{0}}^{\prime} a_{i_{0}}$. Thus $\mathscr{N} \vDash \varphi\left(b^{\prime}, \bar{a}\right)$.

Let us now assume that $I_{1}=\varnothing$. We distinguish two cases, according to whether $\psi\left(N_{1}\right)$ is infinite. We first point out that, for $i \in\{1,2\}$, the set

$$
X_{i}=\left\{x \in N_{i} \mid \bigvee_{i \in I_{2}} s(x)=s_{i}^{\prime}\left(a_{i}\right)\right\}
$$

is finite in $M_{i}$.

1. If $\psi\left(N_{1}\right)$ is infinite, then $\psi\left(N_{2}\right)$ is also infinite (because $T$ is complete). As a result, we can find $b^{\prime} \in N_{2}$ such that $N_{2} \models \varphi\left(b^{\prime}, \bar{a}\right)$, since $X_{2}$ is finite.
2. If $\psi\left(N_{1}\right)$ is finite. Let $n=\left|\psi\left(N_{1}\right)\right|$. We have that $n$ is independent of $\mathscr{N}_{1}$, again by completeness. In particular, there are $s_{1}^{\prime \prime}, \ldots, s_{n}^{\prime \prime} \in \mathcal{L}_{M}$ such that

$$
T \models \forall x\left(\psi(x) \rightarrow \bigvee_{i \in[n]} x=s_{i}^{\prime \prime}(1)\right)
$$

Because $\mathscr{A}$ is a substructure of $\mathscr{N}_{1}$, we get that $b \in A$, a contradiction with our assumption.

Thus $T$ has quantifier elimination. Then one could show superstability by counting types. We propose another approach. Quantifier elimination in $T$ shows definable sets are boolean combinations of finite sets and $\varnothing$-definable sets. Therefore, $T$ is quasi strongly minimal and by [5. Theorem 20] these theories are precisely the superstable with Lascar rank 1 ones.

Theorem 3.7.2. Let $(M, \cdot 1)$ be a submonoid of $(\mathbf{Z}, \cdot, 1)$ such that $(G, \cdot 1)$, the subgroup of $(\mathbf{Q} \backslash\{0\}, \cdot, 1)$ generated by $M$, has the Mann Property. Then $\operatorname{Th}\left(\mathscr{Z}_{M}\right)$ is superstable.

Proof. We apply the same strategy as in the proof of Theorem 3.5.1. By Theorem 2.2.6. the pair $\mathscr{Z}_{M}$ is bounded. So to conclude the proof, we only need to show that $M_{\text {ind }}$ is superstable. By Theorem 2.2.5, it is enough to show that $M_{\mathrm{ind}}^{0}$ is definably interpreted in $\mathscr{M}^{1}$.

Let $\varphi(\bar{x})$ be the equation $a_{1} x_{1}+\cdots+a_{n} x_{n}=0$. We have to show that the set $\varphi(M)$ corresponds to a definable subset of $\mathscr{M}^{1}$. As in the proof of Corollary 3.3.6, we only have to show that the set of non-degenerate solutions of $\varphi(\bar{x})$ corresponds to a definable subset of $\mathscr{M}^{1}$. This is an adaptation of the work done in [20, Section 5]. Indeed, since $G$ has the Mann property the set of non-degenerate solutions of $\varphi(\bar{x})$ (in $G)$ is

$$
\bigcup_{\left(g_{2}, \ldots, g_{n}\right) \in S}\left(1, g_{2}, \ldots, g_{n}\right) G
$$

where $S$ is the (finite) set of non-degenerate solutions of the equation

$$
a_{1}+a_{2} x_{2}+\cdots+a_{n} x_{n}=0
$$

Let $\left(g_{2}, \ldots, g_{n}\right) \in S$. Let $s \in M$ minimal such that $\left(s g_{2}, \ldots, s g_{n}\right) \in M^{n-1}$. Let $X_{s}=$ $s G \cap M$. Consider the $\mathcal{L}^{1}$-formula $\psi_{s, \bar{g}}(\bar{x})$ defined as, setting $g_{1}=1$,

$$
\exists x\left(R_{X_{s}}(x) \wedge \bigwedge_{i \in[n]} x_{i}=s g_{i}(x)\right)
$$

Then we have that $\bar{x}$ is a non-degenerate solution of $\varphi(\bar{x})$ in $M$ if and only if

$$
\bigvee_{\left(g_{2}, \ldots, g_{n}\right) \in S} \psi_{s, \bar{g}}(\bar{x})
$$

This shows that the set of non-degenerate solutions of $\varphi(\bar{x})$ in $M$ is definable in $\mathscr{M}^{1}$.
3.8 Expansions of divisible torsion-free abelian groups by regular set

In this final section, we show that given a regular set $R \subset \mathbf{N}$, the pairs $(\mathbf{Q},+, 0, R)$ and $(\mathbf{R},+, 0, R)$ are $\omega$-stable. This will be a consequence of quantifier elimination in
$\operatorname{Th}(\mathbf{Q},+, 0)$ and the work done in Section 3.3 on the trace of equations with coefficients in $\mathbf{Z}$ on $R$.

Theorem 3.8.1. Let $R$ be a regular set. Then $(\mathbf{Q},+, 0, R)$ and $(\mathbf{R},+, 0, R)$ are $\omega$-stable.
Proof. Recall that $T=\operatorname{Th}(\mathbf{Q},+,-, 0)$ has quantifier elimination (see 33, Theorem 3.1.9]). As a result of this quantifier elimination, we get that $T$ is $\omega$-stable and also strongly minimal. Therefore, we may appeal to Remark 2.2.7 the pairs ( $\mathbf{Q},+,-, 0, R$ ) and $(\mathbf{R},+,-, 0, R)$ are bounded. Hence, what needs to be done is to show that the induced structures on $R$ by $(\mathbf{Q},+,-, 0)$ and $(\mathbf{R},+,-, 0)$ are $\omega$-stable. But by quantifier elimination, we only have to look in both cases at the trace of homogeneous equations with coefficients in Z. By Corollary 3.3.6, we know that in both cases the induced structure is definable in $\mathscr{N}=\left(\mathbf{N}, S, S^{-1}, 0\right)$, which has an $\omega$-stable theory (this can be seen by quantifier elimination and counting types). Therefore, $(\mathbf{Q},+, 0, R)$ and $(\mathbf{R},+, 0, R)$ are $\omega$-stable, by Theorem 2.1.3.

Remark 3.8.2. Instead of using Theorem 2.2.6, we could have used I1, Corollary 5.4], which states that every pair $\mathscr{M}_{A}$, where $\mathscr{M}$ is strongly minimal and $A \subset M$, is bounded. Note that [11. Corollary 5.4] was first proved by A. Pillay in [40, Proposition 3.1]

## Expansion of $(\mathbf{Z},+, 0)$ by a regular SEQUENCE: QUANTIFIER ELIMINATION

In this chapter, we axiomatize, in a language $\mathcal{L} \supset \mathcal{L}_{g}$, the theory $T_{R}$ of $\mathscr{Z}_{R}=$ $(\mathbf{Z},+,-, 0, R)$, where $R$ is a regular set. We show that $T_{R}$ has quantifier elimination in $\mathcal{L}$ and has a prime model (and hence $T_{R}$ is complete). Using this quantifier elimination result, we then prove, by means of counting of types, that $T_{R}$ is superstable. As a consequence, using a variation of elementary amalgamation [25. Corollary 6.6.2], we deduce that the $\mathcal{L}_{R}$-theory $\operatorname{Th}\left(\mathscr{Z}_{R}\right)$ is superstable. This is necessary because the $\mathcal{L}$-structure on $\mathscr{Z}$ is not a definitional expansion of $\mathscr{Z}_{R}$. We then close this chapter with a decidability result.

From now on, we fix a regular set $R \subset \mathbf{N}$ that is enumerated by a regular sequence $\left(r_{n}\right)$. We know then from the previous chapter that

1. (Proposition 3.3.1 for all $Q_{1}, \ldots, Q_{s} \in \mathbf{Z}[X]$, there is $k=k(\bar{Q}) \in \mathbf{N}$ and a finite set $E=E_{\bar{Q}} \subset \mathbf{Z}^{k}$ such that for all $\bar{\ell} \in \mathbf{N}^{s}$, if $\bar{\ell} \in S_{\bar{f}, 0}^{\text {nd }}$ then for some $\bar{m} \in E$, $l_{i}=l_{1}+m_{i}$ for all $i \in[k]$, where $\mathrm{f}_{i}=\mathrm{f}_{\mathrm{Q}_{i}}$ for all $i \in[s]$;
2. (Corollary 3.3.4 for all $Q \in \mathbf{Z}[X]$, either $S_{f_{Q}, 0}=\mathbf{N}$ or there is $e=e(Q)$ such that for all $n, m>e$, if $\mathrm{f}_{Q}(n)=\mathrm{f}_{Q}(m)$ then $n=m$. Let Triv be the set of $Q \in \mathbf{Z}[X]$ such that $\mathrm{S}_{\mathrm{f}_{Q}, 0}=\mathbf{N}$. Note that Triv $=\{0\}$ unless $\theta$ is algebraic, in which case Triv is the ideal of $\mathbf{Z}[X]$ generated by $P_{R}$ (see Propositions 1.3.7 and 3.2.2.
Our choice of $\mathcal{L}$ will allow us to express the two properties above in a first-order way. It includes in particular the language $\mathcal{L}_{S}=\left\{S, S^{-1}, c\right\}$. Furthermore, $\mathcal{L}$ will include predicates that will allow to handle formulas such as $\exists x_{1}, x_{2} \in R\left(x_{1}+x_{2}=\right.$ $\left.y \wedge D_{2}\left(x_{1}\right) \wedge D_{5}\left(x_{2}+2\right)\right)$ in a quantifier-free way.

This chapter is organized as follows.
Section 4.1 presents in details the theory $T_{R}$ and gives the strategy for quantifier elimination: we show that $T_{R}$ has algebraically prime models (that is, given a substructure $\mathscr{A}$ of a model $\mathscr{M}$ of $T_{R}$, we can construct a smallest model of $T_{R}$ containing $\mathscr{A}$ independently of $\mathscr{M}$ ) and is 1-e.c., that is existentially closed for existential formulas with at most one existential quantifier.

In Section 4.2, we analyze in models of $T_{R}$ equations, in the spirit of the work done in Section 3.3. Then in Section 4.3. we give a construction of algebraically prime models. Roughly, given a substructure $\mathscr{A}$ of a model $\mathscr{M}$, the algebraically prime model containing $\mathscr{A}$ will be the divisible closure of the substructure of $\mathscr{M}$ generated by $A$ and certain tuples $\bar{b}$ of elements in $R(M)$ (an instance of such tuples is ( $b_{1}, b_{2}$ ) such that $b_{1}+b_{2} \in A$ ). We then proceed in Section 4.4 with a proof that $T_{R}$ is 1-e.c., concluding the proof of quantifier elimination. Superstability of $T_{R}$ is then showed in Section 4.5. We conclude this chapter with Section 4.6, where we address decidability of $T_{R}$.

### 4.1 The theory $T_{R}$

Let us define the language in which we axiomatize $\operatorname{Th}\left(\mathscr{Z}_{R}\right)$. Recall that $\mathcal{L}_{g}$ is the language $\left\{+,-, 0, D_{n} \mid n \in \mathbf{N}^{>1}\right\}$ and $\mathcal{L}_{S}$ is the language $\left\{S, S^{-1}, c\right\}$. These new symbols are interpreted in $\mathscr{Z}$ as follows: $c$ is interpreted as $r_{0}$, for all $n \in \mathbf{N}, S\left(r_{n}\right)=$ $r_{n+1}, S^{-1}\left(r_{n+1}\right)=r_{n}, S^{-1}\left(r_{0}\right)=r_{0}$ and $S(z)=z=S^{-1}(z)$ for all $z \in \mathbf{Z} \backslash R(\mathbf{Z})$. To each $Q \in \mathbf{Z}[X]$, we let $\mathrm{f}=\mathrm{f}_{\mathrm{Q}}$ be the $\mathcal{L}_{g} \cup \mathcal{L}_{S}$-term $\sum_{i=0}^{d} n_{i} S^{i}(x)$, where $Q(X)=\sum_{i=0}^{d} n_{i} X^{i}$ and $S^{0}(x)=x$. Notice that such terms are similar to the operators of the previous chapter: in fact a term of the form $\sum_{i=0}^{d} n_{i} S^{i}(x)$ composed with the function $n \mapsto r_{n}$ will be an operator in the sense of Definition 3.2.1. This explains why we decided to keep the same notations and we will also call such terms operators. Furthermore, in this section, the symbol $f$ will always denote an operator.

We now work in $\mathcal{L}_{g} \cup\{1\} \cup \mathcal{L}_{S}$, where 1 is a constant symbol that is interpreted in $\mathscr{Z}_{R}$ by the integer 1 . For $n, m \in \mathbf{N}$ we let $\mathbf{Z}[X]^{n \times m}$ be the set of $n \times m$ matrices with entries in $\mathbf{Z}[X]$.

Let $[Q]=\left(Q_{i j}\right) \in \mathbf{Z}[X]^{n \times m}$ and let $\varphi_{[Q]}(\bar{x}, \bar{y})$ be the formula

$$
\bigwedge_{i \in[n]} \sum_{j \in[m]} \mathrm{f}_{\mathrm{Q}_{i j}}\left(x_{j}\right)=y_{i} .
$$

Notice that, working in $\mathscr{Z}_{R}$, the formula $\exists \bar{x} \in R \varphi_{[Q]}(\bar{x}, \bar{y})$ expresses the fact that

$$
\bigcap_{i \in[n]} \mathrm{S}_{\mathrm{f}_{i}, y_{i}} \neq \varnothing .
$$

Let $D=\left\{\left(P_{i}, \ell_{i}, k_{i}\right) \mid i \in[m]\right\}$ be a (finite) subset of $\mathbf{Z}[X] \times \mathbf{N} \times \mathbf{N}$ such that if $(P, \ell, k) \in$ $D$, then $k<\ell$. We call such a set $D$ a set of divisibility conditions and define $\varphi_{D}(\bar{x})$ as the formula

$$
\bigwedge_{i \in[m]} D_{\ell_{i}}\left(\mathrm{f}_{P_{i}}\left(x_{i}\right)+k_{i}\right) .
$$

To $[Q]$ and $D$ as above, we associate an $n$-ary predicate $\operatorname{Im}_{[Q], D}(\bar{y})$. When $D$ is empty, we write $\operatorname{Im}_{[Q]}$ instead of $\operatorname{Im}_{[Q], D}$. In $\mathscr{Z}_{R}$, the predicate $\operatorname{Im}_{[Q], D}(\bar{y})$ is interpreted as follows: for all $\bar{m} \in \mathbf{Z}^{|\bar{y}|}, \operatorname{Im}_{[Q], D}(\bar{m})$ if and only if $\exists \bar{x} \in R\left(\varphi_{[Q]}(\bar{x}, \bar{m}) \wedge \varphi_{D}(\bar{x})\right)$. So this symbol states that $\bar{m}$ is in the image of sums of operators, and a witness of this fact satisfies certain divisibility conditions.

Finally let $\mathcal{L}$ be the language

$$
\mathcal{L}_{g} \cup\{1\} \cup \mathcal{L}_{S} \cup\{R\} \cup\left\{\operatorname{Im}_{[Q], D} \mid[Q] \text { and } D \text { as above }\right\}
$$

and we let $\mathscr{Z}_{R, \mathcal{L}}$ be the $\mathcal{L}$-expansion of $\mathscr{Z}_{R}$ described above.
We fix an axiomatization $T_{1}$ of $\operatorname{Th}\left(\mathbf{Z},+,-, 0,1, D_{n} \mid 1<n \in \mathbf{N}\right)$ (see [46, Chapter 15 , Section 15.1$]$ ) and we let $T_{2}$ be the following universal axiomatization of $\operatorname{Th}\left(R, S, S^{-1}, c\right)$ :

$$
T_{2}=\left\{\forall x\left(x \neq c \rightarrow S\left(S^{-1}(x)\right)=x\right), \forall x\left(S^{-1}(S(x))=x\right), \forall x(S(x) \neq c), S^{-1}(c)=c\right\}
$$

We will denote by $T_{2}^{R}$ the theory obtained by relativizing to the predicate $R$ the quantifiers appearing in each element of $T_{2}$. We will frequently use the fact that, modulo $T_{1}$, a formula of the form $\neg D_{n}(x)$ is equivalent to

$$
\bigvee_{k=1}^{n-1} D_{n}(x+k)
$$

Let $\mathscr{M}$ be an $\mathcal{L}$-structure. Let $Q_{1}, \ldots, Q_{n} \in \mathbf{Z}[X]$. We say that $\bar{a} \in M^{n}$ is a non-degenerate solution of $\sum_{i=1}^{n} \mathrm{f}_{Q_{i}}\left(x_{i}\right)=y$ if it is a solution of this equation and no proper sub-sum is equal to 0 . This can be expressed by the following first-order formula $S_{\bar{Q}}^{\text {nd }}(\bar{x}, y)$ :

$$
\sum_{i=1}^{n} \mathrm{f}_{Q_{i}}\left(x_{i}\right)=y \wedge \bigwedge_{I \subsetneq[n]} \sum_{i \in I} \mathrm{f}_{Q_{i}}\left(x_{i}\right) \neq 0
$$

Let $T_{R}$ be the following set of axiom schemes.
(Ax.1) $T_{1}$;
(Ax.2) $T_{2}^{R}$;
(Ax.3) $c=r_{0}$ (that is $c$ equals the term $\underbrace{1+\cdots+1}_{r_{0} \text { times }}$ );
(Ax.4) $\forall x(\neg R(x) \rightarrow S(x)=x)$;
(Ax.5) for all $\ell_{1}, \ldots, \ell_{n}$, all $0 \leq k_{i} \leq \ell_{i}$ and $\bar{Q} \in \mathbf{Z}[X]^{n}$, if

$$
\left\{\bar{z} \in R(\mathbf{Z})^{n} \mid \mathscr{Z}_{\mathcal{L}, R} \vDash \bigwedge_{i \in[n]} D_{\ell_{i}}\left(f_{Q_{i}}\left(z_{i}\right)+k_{i}\right)\right\}=\left\{\bar{w}_{1}, \ldots, \bar{w}_{m}\right\}
$$

then we add the axiom

$$
\forall \bar{x} \in R\left(\bigwedge_{i \in[n]} D_{\ell_{i}}\left(\mathrm{f}_{Q_{i}}\left(x_{i}\right)+k_{i}\right) \rightarrow \bigvee_{i \in[m]} \bigwedge_{j \in[n]} x_{j}=w_{i j}\right) ;
$$

(Ax.6) for all $[Q], D$ as above, we add the axiom

$$
\forall \bar{y}\left(\operatorname{Im}_{[Q], D}(\bar{y}) \leftrightarrow \exists \bar{x} \in R\left(\varphi_{D}(\bar{x}) \wedge \varphi_{[Q]}(\bar{x}, \bar{y})\right)\right) ;
$$

(Ax.7) for all $Q \in$ Triv, we add the axiom

$$
\forall x \in R \quad \mathrm{f}_{Q}(x)=0
$$

and for all $Q \notin$ Triv we add

$$
\forall x, y \in R\left(x>e \wedge y>e \wedge x \neq y \rightarrow \mathrm{f}_{Q}(x) \neq \mathrm{f}_{Q}(y)\right)
$$

where $e=e(Q)$ (see 2 on page 53 ;
(Ax.8) for every $Q_{1}, \ldots, Q_{s} \in \mathbf{Z}[X]$, we add the axiom

$$
\forall \bar{x} \in R\left(\mathrm{~S}_{\bar{Q}}^{\mathrm{nd}}(\bar{x}, 0) \rightarrow \bigvee_{\bar{m} \in E} \bigwedge_{i \in[s]} x_{i}=S^{m_{i}}\left(x_{1}\right)\right)
$$

where $E=E_{\bar{Q}}$ (see 1 on page 53 ).
Note that $\mathscr{Z}_{R, \mathcal{L}}$ is a model of $T_{R}$. Indeed, (Ax.7) follows from Corollary 3.3 .4 and (Ax.8) follows from Proposition 3.3.1. In particular $T_{R}$ is consistent. Also note that all axiom schemes but the defining axioms for the congruences $D_{n}$ and the predicates $\operatorname{Im}_{[Q], D}$ are universal.

The main result of this chapter is the following theorem.
Theorem 4.1.1. The $\mathcal{L}$-theory $T_{R}$ has quantifier elimination.
Notice that the set $R=\left\{2^{n}+n \mid n \in \mathbf{N}\right\}$ does not satisfy (Ax.8). Indeed, consider the term $\mathrm{f}(x)=S^{2}(x)-3 S(x)+2 x$. For $n \in \mathbf{N}$, we have $\mathrm{f}\left(2^{n}+n\right)=4 \cdot 2^{n}+n+$ $2-6 \cdot 2^{n}-3 n-3+2 \cdot 2^{n}+2 n=-1$. Thus, for all $n, m \in \mathbf{N},\left(2^{n}+n, 2^{m}+m\right)$ is a non-degenerate solution of the equation $f\left(x_{1}\right)-f\left(x_{2}\right)=0$. In particular, it has infinitely many non-degenerate solutions. In view of Theorem 4.5.1. which states that $T_{R}$ is superstable whenever $R$ is regular, this is not surprising because the structure $(\mathbf{Z},+, 0,1, R, S)$ is known to be unstable: $\mathbf{N}$ is definable by the formula $\exists y \in R y \neq 1 \wedge(2 y-S(y)=x)$. However, as we already said in Question 2.2.11. we do not know if there exists a sequence $R$ such that $\mathscr{Z}_{R}$ is (super)stable and
$(\mathbf{Z},+, 0,1, R, S)$ unstable. Nevertheless, Theorem 4.1.1 indicates that working with the successor function is sometimes harmless.

To establish quantifier elimination, we use the following criterion. Given two models $\mathscr{M}_{0} \subset \mathscr{M}$ of an arbitrary theory, we say that $\mathscr{M}_{0}$ is 1-e.c.. quantifier-free definable subset of $M$, defined with parameters in $M_{0}$, has a non-empty intersection with $M_{0}$.

Proposition 4.1.2 ([33, Corollary 3.1.12]). Let $T$ be an $\mathcal{L}$-theory such that

1. (T has algebraically prime models) for all $\mathscr{M} \vDash T$ and all $\mathscr{A} \subset \mathscr{M}$, there exists a model $\overline{\mathscr{A}}$ of $T$ such that for all $\mathscr{N} \vDash T$, any embedding $f: \mathscr{A} \rightarrow \mathscr{N}$ extends to an embedding $\bar{f}: \overline{\mathscr{A}} \rightarrow \mathscr{N}$;
2. ( $T$ is 1-e.c.) for all $\mathscr{M}_{0}, \mathscr{M} \models T$, if $\mathscr{M}_{0} \subset \mathscr{M}$ then $\mathscr{M}_{0}$ is 1-e.c. in $\mathscr{M}$.

## Then $T$ has quantifier elimination.

The proof of Theorem 4.1.1 will be a consequence of Proposition 4.1.2 and the work done in the following sections. In Section 4.2, we prove several direct consequences of $T_{R}$ regarding equations of the form $\mathrm{f}_{1}\left(x_{1}\right)+\cdots+\mathrm{f}_{n}\left(x_{n}\right)=a$. In Section 4.3. we give a detailed construction of algebraically prime models of $T_{R}$. Finally, we show in Section 4.4 that $T_{R}$ is 1-e.c.

Corollary 4.1.3. The $\mathcal{L}$-structure $\mathscr{Z}_{R, \mathcal{L}}$ is a prime model of $T_{R}$. In particular $T_{R}$ is complete.
Proof. Since $\mathscr{Z}_{R, \mathcal{L}}$ is an algebraically prime model and $T_{R}$ has quantifier elimination, $\mathscr{Z}_{R, \mathcal{L}}$ is a prime model. Therefore, $T_{R}$ is complete.

### 4.2 Equations in $T_{R}$

In order to show that $T_{R}$ is 1-e.c., we need a good understanding of quantifierfree definable subsets of the domains of models of $T_{R}$. As those sets are boolean combinations of equations and Im predicates, we study in this section sets definable by equations and Im predicates in several variables which range in $R$. We do this because we shall see in our construction of algebraically prime models that elements of a model of $T$ can be written as a sum of elements in $R$ and possibly an element in a small model.

Definition 4.2.1. A operator f is said to be trivial if $\mathrm{f}=\mathrm{f}_{Q}$ for some $Q \in$ Triv.
The addition of $S$ and $S^{-1}$ to our language allows to partition $R$ into orbits.

[^3]Definition 4.2.2. Let $\mathscr{M} \models T_{R}$ and $a, b \in R$. The orbit of $a$ is the set $\left\{S^{k}(a) \mid k \in \mathbf{Z}\right\}$ and is denoted by $\operatorname{Orb}(a)$. We say that $a$ and $b$ are in the same orbit if and only if $b \in \operatorname{Orb}(a)$.

The relation " $a$ and $b$ are in the same orbit" is an equivalence relation.
Let us reiterate a comment we made before Proposition 3.3.1. Consider the equation $\sum_{i=1}^{n} \mathrm{f}_{i}\left(x_{i}\right)=0$. Let $\mathscr{M} \models T_{R}$ and $\bar{b} \in M^{n}$ be a solution of this equation. Then there exists $\left(P_{1}, \ldots, P_{\ell}\right)$, a partition of $[n]$, such that for all $i \in[\ell], \bar{b}_{P_{i}}$ is a non-degenerate solution of $\sum_{i=1}^{n} \mathrm{f}_{i}\left(x_{i}\right)=0$. This is shown by induction on $n$. If $n=1$, there is nothing to prove. For $n>1$, if $\bar{b}$ is non-degenerate, we consider the partition ([n]). If $\bar{b}$ is degenerate, then there exists $I \subset[n]$ such that $I \neq \varnothing, I \neq[n]$,

$$
\sum_{i \in I} \mathrm{f}_{i}\left(b_{i}\right)=0 \text { and } \sum_{i \notin I} \mathrm{f}_{i}\left(b_{i}\right)=0 .
$$

Thus we may apply the induction hypothesis to the equations $\sum_{i \in I} \mathrm{f}_{i}\left(x_{i}\right)=0$ and $\sum_{i \notin I} \mathrm{f}_{i}\left(x_{i}\right)=0$ to conclude. To summarize, we have the following lemma, which states that the set of solutions of an equation can be decomposed as a union of sets of non-degenerate solutions of sub-equations.

Lemma 4.2.3. Let $\bar{Q} \in \mathbf{Z}[X]^{n}$. Then

$$
T_{R} \models \forall y \forall \bar{x} \in R\left(\sum_{i=1}^{n} \mathrm{f}_{i}\left(x_{i}\right)=y \leftrightarrow \bigvee_{\bar{I} \in \operatorname{Part}([n])} \mathrm{S}_{\overline{\mathrm{X}}_{I_{0}}}^{\mathrm{nd}}\left(\bar{x}_{I_{0}}, y\right) \wedge \bigwedge_{j=1}^{|\overline{\mid}|-1} \mathrm{~S}_{\overline{\mathrm{Q}}_{I_{j}}}^{\mathrm{nd}}\left(\bar{x}_{I_{j}}, 0\right)\right) .
$$

As we have already seen in the previous chapter, namely in Proposition 3•3.1. elements of a regular set cannot satisfy an homogeneous equation if they are too far away from each other, in the sense of the function $S$, unless they form a degenerate solution of this equation. In an arbitrary model of $T$, the same property holds for elements in different orbits. In the following lemma, we even show that for $n \in \mathbf{N}^{>1}$, a tuple with more than $n / 2$ elements in different orbits is never a solution of an homogeneous equation with $n$ variables.

Lemma 4.2.4. Let $\mathscr{M} \vDash T_{R}$. Let $\bar{f}$ be a $n$-tuple of non-trivial operators, $n>1$, and let $b_{1}, \ldots, b_{k} \in R, 1<k \leq n$, be in different orbits.

1. If $k>n / 2$, then for all $c_{k+1}, \ldots, c_{n} \in R$,

$$
\sum_{i=1}^{k} \mathrm{f}_{i}\left(b_{i}\right)+\sum_{i=k+1}^{n} \mathrm{f}_{i}\left(c_{i}\right) \neq 0
$$

2. If $k \leq n / 2$, then for all $c_{k+1}, \ldots, c_{n} \in R$, the elements $b_{1}, \ldots, b_{k}, c_{k+1}, \ldots, c_{n}$ do not form a non-degenerate solution of the equation $\sum_{i=1}^{n} \mathrm{f}_{i}\left(x_{i}\right)=0$. Moreover, if
$\sum_{i=1}^{k} \mathrm{f}_{i}\left(b_{i}\right)+\sum_{i=k+1}^{n} \mathrm{f}_{i}\left(c_{i}\right)=0$, then for all $i \in[k]$ there exists a non-empty $P_{i} \subset\{k+$ $1, \ldots, n\}$ such that $P_{i} \cap P_{i^{\prime}}=\varnothing$ for all $i \neq i^{\prime} \in[k]$ and for all $i \in[k]\left(b_{i}, c_{j} \mid j \in P_{i}\right)$ is a non-degenerate solution of

$$
\mathrm{f}_{i}\left(x_{i}\right)+\sum_{j \in P_{i}} \mathrm{f}_{j}\left(x_{j}\right)=0 .
$$

Proof. Let $c_{k+1}, \ldots, c_{n} \in R$. By (Ax.8), $, b_{1}, \ldots, b_{k}, c_{k+1}, \ldots, c_{n}$ cannot be a non-degenerate solution of

$$
\sum_{i=1}^{n} \mathrm{f}_{i}\left(x_{i}\right)=0
$$

since, for instance, $b_{1}$ is not in the same orbit as $b_{2}$. Suppose $b_{1}, \ldots, b_{k}, c_{k+1}, \ldots, c_{n}$ is a degenerate solution of

$$
\sum_{i=1}^{n} \mathrm{f}_{i}\left(x_{i}\right)=0 .
$$

Then there exists a partition $\left(P_{1}, \ldots, P_{\ell}\right)$ of $[n]$ such that for all $j \in[\ell]$ the tuple $\left(b_{i} \mid i \in P_{j} \cap[k]\right),\left(c_{i} \mid i \in P_{j} \cap\{k+1, \ldots, n\}\right)$ is a non-degenerate solution of

$$
\sum_{i \in P_{j} \cap[k]} \mathrm{f}_{i}\left(x_{i}\right)+\sum_{i \in P_{j} \cap\{k+1, \ldots, n\}} \mathrm{f}_{i}\left(x_{i}\right)=0 .
$$

Since $b_{1}, \ldots, b_{k}$ are in different orbits, we must have, by (Ax.8), $\left|P_{j} \cap[k]\right| \leq 1$ for all $j \in[\ell]$. Also, since all operators involved are non-trivial, we must have $\mid P_{j} \cap\{k+$ $1, \ldots, n\} \mid>0$ for all $j \in[\ell]$. This implies in particular that $k \leq n / 2$ and finishes the proof of the lemma.

We now show that (Ax.8) is true for non-homogeneous equations.
Proposition 4.2.5. Let $\mathscr{M} \models T_{R}, \bar{Q} \in \mathbf{Z}[X]^{n}$ and $a \in M, a \neq 0$. Then there exist $\bar{b}_{1}, \ldots, \bar{b}_{k} \in R$ such that

$$
\mathscr{M} \models \forall \bar{x} \in R\left(\mathrm{~S}_{\bar{Q}}^{\mathrm{nd}}(\bar{x}, a) \rightarrow \bigvee_{j=1}^{k} \bigwedge_{i=1}^{n} x_{i}=b_{j i}\right) .
$$

Proof. Let $\mathrm{f}_{i}=\mathrm{f}_{\mathrm{Q}_{i}}$ for all $i \in[n]$. Assume there exist infinitely many distinct nondegenerate solutions $\bar{b}_{i} \in M^{n}, i \in \mathbf{N}$, of the equation

$$
\mathrm{f}_{1}\left(x_{1}\right)+\cdots+\mathrm{f}_{n}\left(x_{n}\right)=a .
$$

We will reach a contradiction using (Ax.8) applied to the equation

$$
\sum_{i=1}^{n} \mathrm{f}_{i}\left(x_{i}\right)-\sum_{i=n+1}^{2 n} \mathrm{f}_{i-n}\left(x_{i}\right)=0,
$$

which we denote by $\varphi(\bar{x})$.
We have that for all $i \in \mathbf{N}$, the tuple $\left(\bar{b}_{0}, \bar{b}_{i}\right)$ is a solution of $\varphi(\bar{x})$. We may assume that there exists a partition $I=\left(I_{1}, \ldots, I_{\ell}\right)$ of $[2 n]$ such that for all $i \in \mathbf{N}$ and all $j \in[\ell]$, $\left(b_{0 k} \mid k \in I_{j} \cap[n]\right),\left(b_{i k} \mid k+n \in I_{j} \backslash[n]\right)$ is a non-degenerate solution of the equation

$$
\sum_{i \in I_{j} \cap[n]} \mathrm{f}_{i}\left(x_{i}\right)-\sum_{\left.i \in I_{j} \backslash n\right]} \mathrm{f}_{i-n}\left(x_{i}\right)=0 .
$$

By non-degeneracy and the fact that $a \neq 0$, we have for all $j \in[\ell]$ that $I_{j} \cap[n] \neq \varnothing$ and $I_{j} \backslash[n] \neq \varnothing$.

By (Ax.8) for all $j \in[\ell]$, there is a finite set $E_{j} \subset \mathbf{Z}^{\left|I_{j}\right|}$ such that for all $i \in \mathbf{N}$

$$
\bigvee_{\bar{m} \in E_{j}}\left(\bigwedge_{k \in I_{j} \cap[n]} b_{0 k_{0}}=S^{m_{k}}\left(b_{0 k}\right) \wedge \bigwedge_{k \in I_{j} \backslash[n]} b_{0 k_{0}}=S^{m_{k}}\left(b_{i k}\right)\right),
$$

where $k_{0}=\min I_{j}$.
But this is a contradiction since the set defined by the formula

$$
\bigvee_{\bar{m} \in E_{j}}\left(\bigwedge_{k \in I_{j} \cap[n]} b_{0 k_{0}}=S^{m_{k}}\left(b_{0 k}\right) \wedge \bigwedge_{k \in I_{j} \backslash[n]} b_{0 k_{0}}=S^{m_{k}}\left(x_{k}\right)\right)
$$

is finite for all $j \in[\ell]$.
As a corollary, by compactness, for a fixed model of $T_{R}$, we obtain a uniform bound on the number of non-degenerate solutions of a given equation.

Corollary 4.2.6. Let $\bar{Q} \in(\mathbf{Z}[X] \backslash \text { Triv })^{n}$ and $\mathscr{M} \vDash T_{R}$. Then there exist $k \in \mathbf{N}$ such that

$$
\mathscr{M} \models \forall y\left(y \neq 0 \rightarrow \exists \bar{x}_{1}, \ldots, \bar{x}_{k} \in R \forall \bar{z} \in R\left(\mathrm{~S}_{\bar{Q}}^{\mathrm{nd}}(\bar{z}, y) \rightarrow \bigvee_{j=1}^{k} \bigwedge_{i=1}^{n} z_{i}=x_{j i}\right)\right)
$$

In order to show that elements of a model of $T_{R}$ are sums of elements in $R$ and possibly an element in a smaller model, we will need to know when such a sum is again a element in $R$. The next proposition states that this cannot happen for sums of elements in different orbits.

Proposition 4.2.7. Let $\mathscr{M}, \mathscr{M}_{0} \models T_{R}$ such that $\mathscr{M}_{0} \subset \mathscr{M}$ and $n \in \mathbf{N}^{>1}$. Let $\overline{\mathrm{f}}$ be a tuple of $n$ non-trivial operators, $b_{1}, \ldots, b_{n} \in R(M) \backslash R\left(M_{0}\right)$ in different orbits and $a \in M_{0}$. Then

$$
\sum_{i=1}^{n} \mathrm{f}_{i}\left(b_{i}\right)+a \notin R(M)
$$

Proof. Suppose, towards a contradiction, that $\sum_{i=1}^{n} \mathrm{f}_{i}\left(b_{i}\right)+a=b_{n+1} \in R(M)$. Assume that $\mathrm{f}_{i}=\mathrm{f}_{\mathrm{Q}_{i}}$, where $Q_{i} \in \mathbf{Z}[X]$. Consider the formula $\operatorname{Im}_{[Q]}(y)$, where $[Q]=$ $\left(Q_{1}, \ldots, Q_{n},-1\right)$. Then we have $\mathscr{M} \models \operatorname{Im}_{[Q]}(-a)$. As $\mathscr{M}_{0} \subset \mathscr{M}, \mathscr{M}_{0}=T_{R}$ and $a \in M_{0}$, we also have $\mathscr{M}_{0}=\operatorname{Im}_{[Q]}(-a)$. By (Ax.6), there exist $b_{n+2}, \ldots, b_{2 n+2} \in R\left(M_{0}\right)$ such that $\sum_{i=1}^{n} \mathrm{f}_{i}\left(b_{i}\right)-b_{n+1}=\sum_{i=1}^{n} \mathrm{f}_{i}\left(b_{n+1+i}\right)-b_{2 n+2}=-a$. By Lemma 4.2.4 applied to

$$
\sum_{i=1}^{n} \mathrm{f}_{i}\left(x_{i}\right)-x_{n+1}-\sum_{i=1}^{n} \mathrm{f}_{i}\left(x_{n+1+i}\right)+x_{2 n+2}=0,
$$

and $b_{1}, \ldots, b_{n}$, for all $i \in[n]$, there exists $J_{i} \subset\{n+1, \ldots, 2 n+2\}$ such that $b_{i},\left(b_{j}\right)_{j \in J_{i}}$ is a non-degenerate solution to the corresponding equation, namely

$$
\mathrm{f}_{i}\left(b_{i}\right)-\sum_{j \in J_{i}} \mathrm{f}_{j}\left(b_{j}\right)=0,
$$

where $f_{2 n+2}$ is the operator associated to the constant polynomial -1 . We furthermore have $J_{i} \cap J_{i^{\prime}}=\varnothing$ for all $i \neq i^{\prime} \in[n]$ and $J_{i} \neq \varnothing$ for all $i \in[n]$. For all $i \in[n]$ we have in particular, in virtue of (Ax.8), that for all $j \in J_{i}, b_{j}$ is in the orbit of $b_{i}$. This enforces that for all $i \in[n]$, for all $j \in J_{i}, b_{j} \notin M_{0}$ since $b_{i} \notin M_{0}$. As a result $J_{i}=\{n+1\}$ for all $i \in[n]$. But then, by (Ax.8), $b_{1}$ and $b_{2}$ are in the same orbit, a contradiction.

We apply our understanding of equations satisfied by elements of $R$ to understand sets defined by Im predicates. Let $\mathscr{M} \models T$. Let $[Q] \in \mathbf{Z}[X]^{n \times m},\left[Q^{\prime}\right] \in \mathbf{Z}[X]^{n \times m^{\prime}}$ and $D$ a set of divisibility conditions of size $m$. Let $\bar{a} \in M^{n}$. We want to understand the set $N$ defined by

$$
\begin{equation*}
\operatorname{Im}_{[Q], D}\left(a_{1}+\sum_{i=1}^{m^{\prime}} \mathrm{f}_{\mathrm{Q}_{1 i}^{\prime}}\left(x_{i}\right), \ldots, a_{n}+\sum_{i=1}^{m^{\prime}} \mathrm{f}_{Q_{n i}^{\prime}}\left(x_{i}\right)\right) . \tag{4.1}
\end{equation*}
$$

This will be needed to show that $T_{R}$ is 1-e.c, in order to reduce the complexity of formulas. In particular, we shall explain how we can separate the variables from the constants in (4.1).

We want to show that the formula (4.1) expresses two things for a tuple $\bar{b} \in$ $R(M)^{m^{\prime}}$ :

1. there exists $J^{\prime} \subset\left[m^{\prime}\right]$ such that $\bar{b}_{J^{\prime}}$ belongs to a finite set depending only on $[Q],\left[Q^{\prime}\right], D$ and $\bar{a} ;$
2. for all $J \subset\left[m^{\prime}\right], \bar{b}_{J}$ satisfy a finite number of recurrence relations and congruence relations again depending only on $[Q],\left[Q^{\prime}\right], D$ and $\bar{a}$. Also, when $J_{1}, J_{2} \subset[m]$ have a non-empty intersection, the above conditions on $\bar{b}_{J_{1}}$ and $\bar{b}_{J_{2}}$ must be consistent.

To do so, for all $J_{01}, \ldots, J_{0 n} \subset[m]$ and $J_{11}, \ldots, J_{1 n} \subset\left[m^{\prime}\right]$, we let $S_{[Q],\left[Q^{\prime}\right], \bar{J}_{0}, J_{1}}^{\text {nd }}(\bar{a})$ be the set defined by the formula

$$
\exists \bar{z} \in R \varphi_{D}(\bar{z}) \wedge \bigwedge_{i \in[n]}\left(\sum_{j \in J_{0 i}} \mathrm{f}_{Q_{i j}}\left(z_{j}\right)=a_{i}+\sum_{j \in J_{1 i}} \mathrm{f}_{Q_{i j}^{\prime}}\left(x_{i}\right) \wedge \bar{z}_{\mathrm{J}_{0 i}} \bar{x}_{J_{1 i}} \text { is non-degenerate }\right)
$$

Notice that by Proposition 4.2.5, the set $S_{[Q],\left[Q^{\prime}\right], \bar{J}_{0}, \bar{J}_{1}}^{\text {nd }}(\bar{a})$ is finite if $a_{i} \neq 0$ for some $i \in[n]$.

Recall that by (Ax.6), the formula 4.1 is satisfied by some $\bar{b} \in R(M)^{m^{\prime}}$ if and only if there is $\bar{z} \in R(M)^{m}$ such that the following system of equations and congruence relations is satisfied:

$$
\left\{\begin{array}{l}
\mathrm{f}_{Q_{11}}\left(z_{1}\right)+\ldots+\mathrm{f}_{Q_{1 m}}\left(z_{m}\right)=a_{1}+\mathrm{f}_{Q_{11}^{\prime}}\left(b_{1}\right)+\cdots+\mathrm{f}_{Q_{1 m^{\prime}}}\left(b_{m^{\prime}}\right) \\
\vdots \\
\mathrm{f}_{Q_{n 1}}\left(z_{1}\right)+\ldots+\mathrm{f}_{Q_{n m}}\left(z_{m}\right)=a_{n}+\mathrm{f}_{Q_{n 1}^{\prime}}\left(b_{1}\right)+\cdots+\mathrm{f}_{Q_{n m^{\prime}}}\left(b_{m^{\prime}}\right) \\
D_{\ell_{1}}\left(\mathrm{f}_{P_{1}}\left(z_{1}\right)+k_{1}\right), \ldots, D_{\ell_{m}}\left(\mathrm{f}_{P_{m}}\left(z_{m}\right)+k_{m}\right) .
\end{array}\right.
$$

Now, for each $i \in[n]$, choose, according to Lemma 4.2.3, $\bar{J}_{i}=\left(J_{i 0}, \ldots, J_{i \ell_{1}}\right) \in$ $\operatorname{Part}([m]), \bar{J}_{i}^{\prime}=\left(J_{i 0}^{\prime}, \ldots, J_{i \ell_{2}}^{\prime}\right) \in \operatorname{Part}\left(\left[m^{\prime}\right]\right)$ and $K_{i} \in\left[\ell_{1}\right] \times\left[\ell_{2}\right]$ such that for all $i \in[n]$ :

1. $\left(\bar{z}_{J_{i 0}}, \bar{b}_{J_{i 0}^{\prime}}\right)$ is a non-degenerate solution of

$$
\sum_{j \in J_{i 0}} \mathrm{f}_{Q_{i j}}\left(y_{j}\right)=a_{i}+\sum_{j \in J_{i 0}^{\prime}} \mathrm{f}_{Q_{i j}^{\prime}}\left(x_{j}\right) ;
$$

2. for all $\left(s_{1}, s_{2}\right) \in K_{i},\left(\bar{z}_{i_{s_{1}}}, \bar{b}_{J_{i s_{2}}^{\prime}}\right)$ is a non-degenerate solution of

$$
\sum_{j \in J_{i s_{1}}} \mathrm{f}_{\mathrm{Q}_{i j}}\left(y_{j}\right)=\sum_{j \in J_{i s_{2}}^{\prime}} \mathrm{f}_{Q_{i j}^{\prime}}\left(x_{j}\right)
$$

3. for all $\left(s_{1}, s_{2}\right) \in\left[\ell_{1}\right] \times\left[\ell_{2}\right]$ such that $s_{1}$ (resp. $s_{2}$ ) does not appear in the first (reps. second) coordinate of an element of $K_{i}, \bar{z}_{J_{s_{1}}}$ and $\bar{b}_{J_{i s_{2}}^{\prime}}$ are respectively non-degenerate solutions of

$$
\sum_{j \in J_{i_{s_{1}}}} \mathrm{f}_{\mathrm{Q}_{i j}}\left(y_{j}\right)=0 \text { and } 0=\sum_{j \in J_{i s_{2}}^{\prime}} \mathrm{f}_{\mathrm{Q}_{i j}^{\prime}}\left(x_{j}\right)
$$

This decomposition of each equation in the system shows that $\bar{b}_{J^{\prime}}$ is in $S_{[Q],\left[Q^{\prime}, \bar{J}_{0}, \bar{J}_{1}\right.}(\bar{a})$, where $J^{\prime}=\bigcup_{i \in[n]} J_{i 0}^{\prime}$. For the homogeneous equations above, we may apply (Ax.8) to obtain the desired relations between $\bar{z}_{i s_{1}}$ and $\bar{b}_{J_{i_{2}}}$ whenever $\left(s_{1}, s_{2}\right) \in K_{i}$.

To summarize, we state the following corollary, which is an explicit statement of the above discussion.

Corollary 4.2.8. Let $[Q] \in \mathbf{Z}[X]^{n \times m}$ and $D$ a set of divisibility of size m. Let $\left[Q^{\prime}\right] \in$ $\mathbf{Z}[X]^{n \times m^{\prime}}$. Let $\mathscr{M} \models T_{R}$ and $\bar{a} \in M^{n}$. Then for all $\bar{b} \in R(M)^{m^{\prime}}$

$$
\mathscr{M} \models \operatorname{Im}_{[Q], D}\left(a_{1}+\sum_{i=1}^{m^{\prime}} \mathrm{f}_{Q_{1 i}^{\prime}}\left(b_{i}\right), \ldots, a_{n}+\sum_{i=1}^{m^{\prime}} \mathrm{f}_{Q_{n i}^{\prime}}\left(b_{i}\right)\right)
$$

if and only if for all $i \in[n]$ there are $\left(J_{i 0}, \ldots, J_{i s}\right) \in \operatorname{Part}([m])$ and $\left(J_{i 0}^{\prime}, \ldots, J_{i s^{\prime}}^{\prime}\right) \in \operatorname{Part}\left(\left[m^{\prime}\right]\right)$ and $K_{i} \subset[s] \times\left[s^{\prime}\right]$ such that for all $s_{1} \in[s]$ there is at most one $s_{2} \in\left[s^{\prime}\right]$ such that $\left(s_{1}, s_{2}\right) \in K_{i}$ and

$$
\begin{equation*}
\mathscr{M} \models \bar{b}_{J^{\prime}} \in \mathrm{S}_{[Q],\left[Q^{\prime}\right], \bar{J}_{0}, \bar{J}_{0}^{\prime}}^{\mathrm{nd}}(\bar{a}) \tag{4.2}
\end{equation*}
$$

$$
\wedge \bigwedge_{i \in[n]} \bigwedge_{\left(s_{1}, s_{2}\right) \in K_{i}}\left(\sum_{j \in J_{i s_{1}}} \mathrm{f}_{Q_{i j}}\left(S^{k_{i j}}\left(b_{j^{*}}\right)\right)=\sum_{j \in J_{i s_{2}}^{\prime}} \mathrm{f}_{Q_{i j}^{\prime}}\left(S^{k_{i j}^{\prime}}\left(b_{j^{*}}\right)\right)\right.
$$

$$
\left.\wedge \bigwedge_{j \in J_{i s_{2}}^{\prime}} b_{j}=S^{k_{i j}^{\prime}}\left(b_{j^{*}}\right) \bigwedge_{j \in J_{i s_{1}}} D_{\ell_{j}}\left(\mathrm{f}_{P_{j}}\left(S^{k_{i j}}\left(b_{j^{*}}\right)\right)+k_{j}^{\prime}\right)\right)
$$

$$
\wedge \bigwedge_{i \in[n]} \bigwedge_{\left(s_{1}, s_{2}\right) \in \tilde{K}_{i}}\left(0=\sum_{j \in J_{i s_{2}}^{\prime}} \mathrm{f}_{Q_{i j}^{\prime}}\left(S^{k_{i j}}\left(b_{j^{*}}\right)\right) \wedge \bigwedge_{j \in J_{i s_{2}}^{\prime}} b_{j}=S^{k_{i j}}\left(b_{j^{*}}\right)\right)
$$

$$
\begin{equation*}
\wedge \bigwedge_{i \in[n]} \bigwedge_{\left(s_{1}, i^{\prime}, s_{1}^{\prime}, s_{2}^{\prime}\right) \in K_{i}^{\prime}}\left(\sum_{j \in J_{i s_{1}}} \mathrm{f}_{Q_{i j}}\left(S^{k_{i j}}\left(b_{j^{*}}\right)\right)=0 \wedge \bigwedge_{j \in J_{i s_{1}}} D_{\ell_{j}}\left(\mathrm{f}_{P_{j}}\left(S^{k_{i j}}\left(b_{j^{*}}\right)\right)+k_{j}^{\prime}\right)\right) \tag{4.6}
\end{equation*}
$$

$$
\begin{equation*}
\wedge \operatorname{Im}_{[Q ̃], D}(0) \tag{4.7}
\end{equation*}
$$

where $J^{\prime}=\cup_{i \in[n]} J_{i 0}^{\prime}$, for all $i \in[n], j^{*}=\min J_{i s_{2}}^{\prime}$ and

1. if $\left(s_{1}, s_{2}\right) \in K_{i}, \bar{k}_{i}$ and $\bar{k}_{i}^{\prime}$ are given by (Ax.8) applied to the operators in 4.3;
2. $\left(s_{1}, s_{2}\right) \in \tilde{K}_{i}$ if and only if $s_{1}$ (resp. $s_{2}$ ) does not appear in the first (reps. second) coordinate of an element of $K_{i}$. In this case, $\bar{k}_{i}$ is given by (Ax.8) applied to the operators in 4.5,
3. $\left(s_{1}, i^{\prime}, s_{1}^{\prime}, s_{2}^{\prime}\right) \in K_{i}^{\prime}$ if and only if $\left(s_{1}, s_{2}\right) \notin K_{i}$ for all $s_{2} \in[n], J_{i s_{1}} \cap J_{i^{\prime} s_{1}^{\prime}} \neq \varnothing$, $\left(s_{1}^{\prime}, s_{2}^{\prime}\right) \in K_{i}$ and $j^{*}=\min J_{i^{\prime} s_{2}^{\prime}}$. In this case, $\bar{k}_{i}$ is given by (Ax.8) applied to the operators in (4.6),
and $[\tilde{Q}]$ is the matrix defined by $\tilde{Q}_{i j}=Q_{i j}$ if $Q_{i j}$ does not appear in 4.2-4.6 and $\tilde{Q}_{i j}=0$ otherwise.

4•3 $\quad T_{R}$ has algebraically prime models
Let $\mathscr{M} \vDash T_{R}$ and $\mathscr{A} \subset \mathscr{M}$. For $X \subset M$, we let $\operatorname{div}(X)$ be the divisible closure of $X$ in $\mathscr{M}$, that is the substructure generated by $\left\{d \mid n d \in X\right.$ for some $\left.n \in \mathbf{N}^{>0}\right\}$. (When $X$
is the domain of an $\mathcal{L}$-substructure, $\operatorname{div}(X)$ is the divisible closure of $X$ in the group theoretic sense.) The construction of the algebraically prime model over $\mathscr{A}$, denoted $\overline{\mathscr{A}}$, is done as follows. Let $\bar{f}$ be a $n$-tuple of non-trivial operators. Call an $n$-tuple $\bar{b} \in R(M) \overline{\mathrm{f}}$-good if

1. $b_{i} \notin A$ for all $i \in[n]$;
2. $\mathrm{f}_{1}\left(b_{1}\right)+\cdots+\mathrm{f}_{n}\left(b_{n}\right) \in \mathscr{A}$;
3. $b_{i} \notin \operatorname{Orb}\left(b_{j}\right)$ whenever $j \neq i$.

Let $\tilde{\mathscr{A}}$ be the substructure generated by $\mathscr{A}$ and $\bar{f}$-good tuples of elements of $R(M)$, for all tuples $\bar{f}$ of non-trivial operators. This structure will satisfy all axioms of $T_{R}$ except the definition of the symbols $D_{n}$. So our algebraically prime model over $\mathscr{A}$ will be $\overline{\mathscr{A}}=\operatorname{div}(\tilde{\mathscr{A}})$.

Lemma 4.3.1. $\overline{\mathscr{A}}$ is a model of $T_{R}$.
Proof. We begin with a description of elements in $\tilde{\mathscr{A}}$. Assume $\tilde{\mathscr{A}}=\left\langle A,\left(b_{\lambda}\right)_{\lambda<\kappa}\right\rangle$, where $b_{\lambda} \notin \operatorname{Orb}\left(b_{\lambda^{\prime}}\right)$ for all $\lambda \neq \lambda^{\prime}$ and each $b_{\lambda}$ appears in a good tuple. We want to show that any $d \in \tilde{\mathscr{A}}$ can be put in the form $a+\sum_{i=1}^{n} \mathrm{f}_{i}\left(b_{\lambda_{i}}\right)$, where $\lambda_{i} \neq \lambda_{j}$ for all $i \neq j \in[n]$ and $a \in A$. Let $t(\bar{x}, y)$ be the term $y+\sum_{i=1}^{n} f_{i}\left(x_{i}\right)$. We show that for all $a \in A$ and $b_{\lambda_{1}}, \ldots, b_{\lambda_{n}}$ in different orbits, either $S(t(\bar{b}, a))=t(\bar{b}, a)$ or $t(\bar{b}, a)=S^{k}\left(b_{\lambda}\right)$ for some $\lambda<\kappa$ and $k \in \mathbf{Z}$. Assume $S(t(\bar{b}, a)) \neq t(\bar{b}, a)$. This implies that $b=t(\bar{b}, a) \in R(M)$. Then, since $a=b-\sum_{i=1}^{n} f_{i}\left(b_{\lambda_{i}}\right)$, either $b$ is in the orbit of $b_{\lambda_{i}}$ for some $i \in[n]$ or $(b, \bar{b})$ is an $(x,-\bar{f})$-good tuple. This shows that $b=S^{k}\left(b_{\lambda}\right)$ for some $\lambda<\kappa$ and $k \in \mathbf{Z}$. Thus every element $\tilde{\mathscr{A}}$ is of the form $a+\sum_{i=1}^{n} f_{i}\left(b_{\lambda_{i}}\right)$.

We now do the same job for elements in $\overline{\mathscr{A}}$.
Claim 4.3.2. Let $d \in \overline{\mathscr{A}}$. Then there exist $a \in \tilde{\mathscr{A}}$ and $n \in \mathbf{N}^{>0}$ such that $n d=a$.
Proof. Let $X$ be the set $\left\{d \mid n d \in \tilde{A}\right.$ for some $\left.n \in \mathbf{N}^{>0}\right\}$. We first notice that for all $\bar{d} \in X^{k}$ and $\bar{m} \in \mathbf{Z}^{k}$, there is $n \in \mathbf{N}$ such that $n\left(m_{1} d_{1}+\cdots+m_{k} d_{k}\right) \in \tilde{A}$ (just take $n$ to be the product of the witnesses of the fact that $\bar{d} \in X^{k}$ ). So to conclude, it is enough to show that for all terms $t(\bar{x}),|x|=k$, and all $\bar{d} \in X^{k}$ either $t(\bar{d}) \in \tilde{A}$ or there is $\bar{m} \in \mathbf{Z}^{k}$ such that $t(\bar{d})-\left(m_{1} d_{1}+\cdots+m_{k} d_{k}\right) \in \tilde{A}$. This is done by induction on the complexity of terms (the complexity being here the number of occurrences of the symbols $S$ and $S^{-1}$ ).

Let $t(\bar{x})$ be a term, $|x|=k$. Assume that $t(\bar{x})=t_{1}(\bar{x})+S^{\epsilon}\left(t_{2}(\bar{x})\right)$, where $\epsilon \in$ $\{-1,1\}$ and $t_{1}$ and $t_{2}$ are terms such that for all $d \in X^{k}$, either $t_{i}(\bar{d}) \in \tilde{A}$ or there is $\bar{m} \in \mathbf{Z}^{k}$ such that $t_{i}(\bar{d})-\left(m_{1} d_{1}+\cdots+m_{k} d_{k}\right) \in \tilde{A}, i \in[2]$. Let $\bar{d} \in X^{k}$ and assume that $t(\bar{d}) \notin \tilde{A}$. Then we have at least one of $t_{1}(\bar{d})$ or $S^{\epsilon}\left(t_{2}(\bar{d})\right)$ not in $\tilde{A}$. Let us show that if $S^{\epsilon}\left(t_{2}(\bar{d})\right) \notin \tilde{A}$, then $S^{\epsilon}\left(t_{2}(\bar{d})\right)=t_{2}(\bar{d})$. Indeed, since $\bar{d} \in X^{k}$, there exists $n \in \mathbf{N}$ such that $n t_{2}(\bar{d}) \in \tilde{A}$. Thus, if $S^{\epsilon}\left(t_{2}(\bar{d})\right)=t_{2}(\bar{d})$ is not true, then $t_{2}(\bar{d}) \in R(M)$
and this imply that $t_{2}(\bar{d})$ is $(n x)$-good, in contradiction with our assumption that $t_{2}(\bar{d}) \notin \tilde{A}$. Therefore, if $S^{\epsilon}\left(t_{2}(\bar{d})\right) \notin \tilde{A}, t(\bar{d})=t_{1}(\bar{d})+t_{2}(\bar{d})$, and the result follows by induction. If $S^{\epsilon}\left(t_{2}(\bar{d})\right) \in \tilde{A}$, then $t_{1}(\bar{d}) \notin \tilde{A}$. Then, by induction, there is $\bar{m} \in \mathbf{Z}^{k}$ such that $t_{1}(\bar{d})-\left(m_{1} d_{1}+\cdots+m_{k} d_{k}\right) \in \tilde{A}$. But then $t(\bar{d})-\left(m_{1} d_{1}+\cdots+m_{k} d_{k}\right)=$ $t_{1}(\bar{d})-\left(m_{1} d_{1}+\cdots+m_{k} d_{k}\right)+S^{\epsilon}\left(t_{2}(\bar{d})\right) \in \tilde{A}$.

Let us finally show that $\overline{\mathscr{A}} \models T_{R}$. The only axiom scheme that requires details is (Ax.6) - the defining axioms for the divisibility predicates are true since we took the divisible closure of $\tilde{\mathscr{A}}$ and the others are universal and thus true in any substructure. So assume that $\overline{\mathscr{A}} \mid=\operatorname{Im}_{[Q], D}\left(d_{1}, \ldots, d_{n}\right)$, where $[Q] \in(\mathbf{Z}[X])^{n \times m}$ and $D$ is a set of divisibility conditions of size $m$. By Claim 4.3.2 there exists $m \in \mathbf{N}^{>0}$ such that $m d_{1}, \ldots, m d_{n} \in \tilde{A}$ : for all $i \in[n], m d_{i}=a_{i}+\sum_{j=1}^{k} \mathrm{f}_{i j}^{\prime}\left(b_{\lambda_{i j}}\right)$, for some $a_{i} \in A$, some tuple $\overline{\mathrm{f}}_{i}^{\prime}$ of operators and $\lambda_{i 1}, \ldots, \lambda_{i k}<\kappa$. Since $\mathscr{M} \models T_{R}$ and we can find $b_{1}, \ldots, b_{m} \in R(M)$ such that

$$
\mathscr{M} \vDash \bigwedge_{i \in[n]} \sum_{j \in[m]} \mathrm{f}_{\mathrm{Q}_{i j}}\left(b_{j}\right)=d_{i} \wedge \bigwedge_{i \in[m]} D_{\ell_{i}}\left(\mathrm{f}_{\mathrm{Q}_{i}}\left(b_{i}\right)+k_{i}\right)
$$

This is equivalent to

$$
\mathscr{M} \vDash \bigwedge_{i \in[n]} \sum_{j \in[m]} m \mathrm{f}_{Q_{i j}}\left(b_{j}\right)=m d_{i} \wedge \bigwedge_{i \in[m]} D_{\ell_{i}}\left(\mathrm{f}_{Q_{i}}\left(b_{i}\right)+k_{i}\right)
$$

We may assume that for all $j \in[m]$ there exists $i \in[n]$ such that $\mathrm{f}_{Q_{i j}}$ is non-trivial. Indeed if for some $j \in[m]$ the operator $\mathrm{f}_{\mathrm{Q}_{i j}}$ is trivial for all $i \in[n]$, we may replace, by (Ax.5) and (Ax.7), $b_{j}$ by any $b_{i}^{\prime} \in R(\mathbf{Z})$ such that $\mathscr{Z}_{R} \models D_{\ell_{j}}\left(\mathrm{f}_{j}\left(b_{j}^{\prime}\right)+k_{j}\right)$, which is possible since $\mathscr{Z}_{R} \subset \mathscr{A}$ and $\mathscr{Z}_{R} \mid=T_{R}$. Now let $\ell \in[m]$. Let $i \in[n]$ such that $\mathrm{f}_{Q_{i \ell}}$ in non-trivial. Then, we have

$$
\sum_{j \in[m]} m \mathrm{f}_{Q_{i j}}\left(b_{j}\right)=a_{i}+\sum_{j \in[k]} \mathrm{f}_{i j}^{\prime}\left(b_{\lambda_{i j}}\right)
$$

Thus, there exists $J \in[m] \backslash\{\ell\}$ and $J^{\prime} \subset[k]$ such that

$$
m \mathrm{f}_{\ell}\left(b_{\ell}\right)+\sum_{j \in J} m \mathrm{Q}_{Q_{i j}}\left(b_{j}\right)=a_{i}+\sum_{j \in J^{\prime}} \mathrm{f}_{i j}^{\prime}\left(b_{\lambda_{i j}}\right)
$$

or

$$
m \mathrm{f}_{\ell}\left(b_{\ell}\right)+\sum_{j \in J} m \mathrm{f}_{Q_{i j}}\left(b_{j}\right)=\sum_{j \in J^{\prime}} \mathrm{f}_{i j}^{\prime}\left(b_{\lambda_{i j}}\right)
$$

in a non-degenerate way. So:

1. if $J^{\prime} \neq \varnothing$ and there exists $j \in J^{\prime}$ such that $\mathrm{f}_{Q_{i j}}^{\prime}$ is non-trivial, then $b_{\ell}$ is in the orbit of $b_{\lambda_{i j}}$. Hence $b_{\ell} \in \bar{A}$;
2. if $J^{\prime}=\varnothing$ or $\mathrm{f}_{\mathrm{Q}_{i j}}^{\prime}$ is trivial for all $j \in J^{\prime}$, then we have

$$
m f_{\ell}\left(b_{\ell}\right)+\sum_{j \in J} m f_{Q_{i j}}\left(b_{j}\right) \in\left\{0, a_{i}\right\}
$$

In particular $b_{\ell}$ appears in a good tuple. In particular, $b_{\ell} \in \bar{A}$.
Thus $\overline{\mathscr{A}}$ satisfies (Ax.8).
Let us show that any embedding $f: \mathscr{A} \rightarrow \mathscr{N}$ extends to an embedding $\bar{f}: \overline{\mathscr{A}} \rightarrow$ $\mathscr{N}$.

Lemma 4.3.3. Let $f: \mathscr{A} \rightarrow \mathscr{N}$ be an $\mathcal{L}$-embedding. Then $f$ extends to an $\mathcal{L}$-embedding $\bar{f}: \overline{\mathscr{A}} \rightarrow \mathscr{N}$.

Proof. Let $\mathcal{L}_{0}$ be the language $\{+,-, 0,1, R\} \cup \mathcal{L}_{S}$. We first extend $f$ to an $\mathcal{L}_{0}$-embedding $\tilde{f}: \tilde{\mathscr{A}} \rightarrow \mathscr{N}$. Let $q$ be the partial type

$$
\begin{aligned}
& \left\{\mathrm{f}_{1}\left(x_{\lambda_{1}}\right)+\cdots+\mathrm{f}_{n}\left(x_{\lambda_{n}}\right)=f(a)|\mathscr{M}|=\mathrm{f}_{1}\left(b_{\lambda_{1}}\right)+\cdots+\mathrm{f}_{n}\left(b_{\lambda_{n}}\right)=a, a \in A, \overline{\mathrm{f}} \text { non-trivial }\right\} \\
\cup & \left\{x_{\lambda} \neq f(a) \mid \lambda<\kappa, a \in A\right\} \\
\cup & \left\{S^{k}\left(x_{\lambda_{1}}\right) \neq x_{\lambda_{2}} \mid \lambda_{1} \neq \lambda_{2}, k \in \mathbf{Z}\right\} \\
\cup & \left\{D_{\ell}\left(\mathrm{f}\left(x_{\lambda}\right)+k\right) \mid \mathscr{M} \models D_{\ell}\left(\mathrm{f}\left(b_{\lambda}\right)+k\right), 0 \leq k<\ell \in \mathbf{N}\right\} .
\end{aligned}
$$

We claim that $q$ is finitely consistent in $\mathscr{N}$. Let $\Delta$ be a finite part of $q$. We may assume the conjunction of the formulas in $\Delta$ is of the form

$$
\bigwedge_{i \in I_{1}} \mathrm{f}_{i 1}\left(x_{\lambda_{1}}\right)+\cdots+\mathrm{f}_{i n}\left(x_{\lambda_{n}}\right)=f\left(a_{i}\right) \wedge \bigwedge_{i \in[n]} D_{\ell_{i}}\left(\mathrm{f}_{i}\left(x_{\lambda_{i}}\right)+k_{i}\right)
$$

$$
\wedge \bigwedge_{i \in I_{2} ; j \in[n]} x_{\lambda_{j}} \neq f\left(a_{i j}\right) \wedge \bigwedge_{i, j \in[n] ; k \in I_{3}} S^{k}\left(x_{\lambda_{i}}\right) \neq x_{\lambda_{j}}
$$

where $I_{1}, I_{2}$ and $I_{3}$ are non-empty.
By (Ax.6), there exists $\bar{b}^{\prime} \in R(N)^{n}$ such that

$$
\bigwedge_{i \in I_{1}} \mathrm{f}_{i 1}\left(b_{1}^{\prime}\right)+\cdots+\mathrm{f}_{i n}\left(b_{n}^{\prime}\right)=f\left(a_{i}\right) \wedge \bigwedge_{i \in[n]} D_{\ell_{i}}\left(\mathrm{f}_{i}\left(b_{i}^{\prime}\right)+k_{i}\right)
$$

Assume towards a contradiction that $\bar{b}^{\prime}$ is not a realization of $\Delta$. Then we have that, for some $i_{1} \in I_{2}, j_{1}, i_{2}, j_{2} \in[n]$ and $k \in I_{3}$,

$$
b_{j_{1}}^{\prime}=f\left(a_{i_{1} j_{1}}\right) \vee S^{k}\left(b_{i_{2}}^{\prime}\right)=b_{j_{2}}^{\prime}
$$

So, again using (Ax.6), we can find $\bar{b}^{\prime \prime} \in R(M)^{n}$ such that

$$
\bigwedge_{i \in I_{1}} \mathrm{f}_{i 1}\left(b_{1}^{\prime \prime}\right)+\cdots+\mathrm{f}_{i n}\left(b_{n}^{\prime \prime}\right)=a_{i} \wedge \bigwedge_{i \in[n]} D_{\ell_{i}}\left(\mathrm{f}_{i}\left(b_{i}^{\prime \prime}\right)+k_{i}\right) \wedge\left(b_{j_{1}}^{\prime \prime}=a_{i_{1} j_{1}} \vee S^{k}\left(b_{i_{2}}^{\prime \prime}\right)=b_{j_{2}}^{\prime \prime}\right)
$$

Let us show that this contradicts the fact that $b_{\lambda_{1}}, \ldots, b_{\lambda_{n}}$ is a good tuple:

1. assume first that $b_{j_{1}}^{\prime \prime}=a_{i_{1} j_{1}}$. Let $i \in I_{1}$. Since $\mathrm{f}_{i 1}\left(b_{1}^{\prime \prime}\right)+\cdots+\mathrm{f}_{i n}\left(b_{n}^{\prime \prime}\right)=\mathrm{f}_{i 1}\left(b_{\lambda_{1}}\right)+$ $\cdots+\mathrm{f}_{i n}\left(b_{\lambda_{n}}\right)$ and $b_{\lambda_{i}} \notin \operatorname{Orb}\left(b_{\lambda_{j}}\right)$ for all $i \neq j \in[n]$, we have by Lemma 4.2.4 and (Ax.8) that $b_{\lambda_{i}} \in \operatorname{Orb}\left(b_{j_{1}}^{\prime \prime}\right)$ for some $i \in[n]$. Thus, $b_{\lambda_{i}} \in A$ since $\mathscr{A}$ is closed under $S$ and $S^{-1}$. This contradicts the first clause in the definition of a good tuple;
2. second, assume that $S^{k}\left(b_{i_{2}}^{\prime \prime}\right)=b_{j_{2}}^{\prime \prime}$. As in the previous case, we get that $b_{\lambda_{i_{1}}} \in$ $\operatorname{Orb}\left(b_{\lambda_{j_{2}}}\right)$, contradicting the third clause in the definition of a good tuple.
Hence $\bar{b}^{\prime}$ is a realization of $\Delta$. Thus $q$ is finitely consistent in $\mathscr{N}$ and so realized in an elementary extension $\mathscr{N}^{*}$ of $\mathscr{N}$ by some $\left(b_{\lambda}^{\prime}\right)_{\lambda<\kappa}$. Let us show that $\left(b_{\lambda}^{\prime}\right)_{\lambda<\kappa}$ is in $\mathscr{N}$. Let $\lambda<\kappa$. By definition, $b_{\lambda}$ appears in a $\overline{\mathrm{f}}$-good tuple: there exist $b_{\lambda_{2}}, \ldots, b_{\lambda_{n}} \in$ $R(M) \backslash A$ and $a \in A$ such that $\mathrm{f}_{1}\left(b_{\lambda}\right)+\mathrm{f}_{2}\left(b_{\lambda_{2}}\right)+\cdots+\mathrm{f}_{n}\left(b_{\lambda_{n}}\right)=a$. The same holds for $b_{\lambda}^{\prime}, b_{\lambda_{2}}^{\prime}, \ldots, b_{\lambda_{n}}^{\prime}$ and $f(a)$. Furthermore, we have that $\mathscr{N} \vDash=\operatorname{Im}_{\bar{Q}}(f(a))$, where $\mathrm{f}_{i}=\mathrm{f}_{Q_{i}}$. Since $\mathscr{N} \models T_{R}$, there are $d_{1}, \ldots, d_{n} \in R(N)$ such that

$$
\sum_{i=1}^{n} \mathrm{f}_{i}\left(d_{i}\right)=f(a)
$$

Hence, by Lemma 4.2.4, $b_{\lambda}^{\prime}$ is in the orbit of $d_{i}$ for some $i \in[n]$ : this shows that $b_{\lambda}^{\prime} \in N$.
Since for all $\lambda_{1} \neq \lambda_{2}$ and all $z \in \mathbf{Z}$, the formula $S^{k}\left(x_{\lambda_{1}}\right) \neq x_{\lambda_{2}}$ is in $q$, we have that for all $\lambda_{1} \neq \lambda_{2}, b_{\lambda_{1}}^{\prime} \notin \operatorname{Orb}\left(b_{\lambda_{2}}^{\prime}\right)$. Likewise, we have that $b_{\lambda}^{\prime} \notin f(A)$ for all $\lambda<\kappa$. This shows that $\left(b_{\lambda}^{\prime}\right)_{\lambda<\kappa}$ realizes the quantifier-free type of $\left(b_{\lambda}\right)_{\lambda<\kappa}$ over $A$ in $\mathcal{L}_{0}$. Hence the $\operatorname{map} \tilde{f}$ defined on $\tilde{\mathscr{A}}$ by $a+\sum_{i=1}^{n} \mathrm{f}_{i}\left(b_{\lambda_{i}}\right) \mapsto f(a)+\sum_{i=1}^{n} \mathrm{f}_{i}\left(b_{\lambda_{i}}^{\prime}\right)$ is an $\mathcal{L}_{0}$-embedding.

Now we extend $\tilde{f}$ to an $\mathcal{L}$-embedding $\bar{f}: \overline{\mathscr{A}} \rightarrow \mathscr{N}$. Recall that for all $d \in \overline{\mathscr{A}} \backslash \tilde{\mathscr{A}}$, there exist $a \in \mathscr{A}, \overline{\mathrm{f}}$ a tuple of non-trivial operators, $b_{\lambda_{1}}, \ldots, b_{\lambda_{n}}$ and $n \in \mathbf{N}^{>0}$ such that $n d=a+\sum_{i=1}^{n} \mathrm{f}_{i}\left(b_{\lambda_{i}}\right)$. Because $\tilde{f}$ preserves $\mathcal{L}_{0}, \tilde{f}(n d)$ is divisible by $n$ : by (Ax.1) there exists a unique $d^{*}$ such that $\tilde{f}(n d)=n d^{*}$ (uniqueness follows from the fact that models of $T_{1}$ are torsionless). We extend $\tilde{f}$ by the rule $\bar{f}(d)=d^{*}$. So $\bar{f}$ respects the divisibility predicates. And since the $\operatorname{Im}$ predicates are definable by $\mathcal{L}_{0} \cup\left\{D_{n} \mid n \in \mathbf{N}^{>1}\right\}$ formulas, we get that $\bar{f}$ is indeed an $\mathcal{L}$-embedding.

## 4.4 $T_{R}$ is 1-e.c.

We now show that $T_{R}$ is 1-e.c. using the material of the two previous sections. We distinguish two cases for two models $\mathscr{M}_{0} \subset \mathscr{M}$ of $T_{R}$. In the first case, we assume that $R(M)=R\left(M_{0}\right)$. This allows to work almost as if we were in $\operatorname{Th}\left(\mathbf{Z},+, 0,1, D_{n} \mid n \in\right.$ $\left.\mathbf{N}^{>1}\right)$. The only extra ingredient needed to make things work here is an analogue of Proposition 3.4.4, which states that the image of sums of operators of the form $\mathrm{f}_{\mathrm{Q}}$ in $\mathbf{N}$ remains non piecewise syndetic. In the second case, where $R(M) \supsetneq R\left(M_{0}\right)$, we use our construction of algebraically prime models to reduce to the case where $\mathscr{M}=\overline{\mathscr{A}}$, where $\mathscr{A}$ is the substructure generated by $\mathscr{M}_{0}$ and $R(M)$.

We begin with a lemma on terms.

Lemma 4.4.1. Let $\mathscr{M}, \mathscr{M}_{0} \models T_{R}$ such that $\mathscr{M}_{0} \subset \mathscr{M}$. Let $t(x, \bar{y})$ be an $\mathcal{L}$-term, with $\bar{y}$ of size $n$. Then for all $d \in M \backslash M_{0}$ and $\bar{a} \in M_{0}^{n}$ one of the following holds:

1. if $m d+a=b \in R(M)$ for some $m \in \mathbf{Z} \backslash\{0\}$ and $a \in M_{0}$, then there exist $Q \in \mathbf{Z}[X]$, $m^{\prime} \in \mathbf{Z}$ and $a^{\prime} \in M_{0}$ such that $t(d, \bar{a})=\mathrm{f}_{Q}(b)+m^{\prime} d+a^{\prime}$;
2. if for all $m \in \mathbf{Z} \backslash\{0\}$ and all $a \in M_{0}$, $m d+a \notin R(M)$, then there exist $m^{\prime} \in \mathbf{Z}$ and $a^{\prime} \in M_{0}$ such that $t(d, \bar{a})=m^{\prime} d+a^{\prime}$.

Proof. Let $d \in C \backslash M_{0}$.

1. Assume $m d+a=b \in R(M)$ for some $m \in \mathbf{Z} \backslash\{0\}$ and $a \in M_{0}$. It is enough to show that for all $Q \in \mathbf{Z}[X] m^{\prime} \in \mathbf{Z} \backslash\{0\}$ and all $a^{\prime} \in M_{0}$, if $\mathrm{f}_{Q}(b)+m^{\prime} d+a^{\prime}=$ $b^{\prime} \in R(M) \backslash R\left(M_{0}\right)$, then there exists $k \in \mathbf{Z}$ such that $\mathrm{f}_{Q}(b)+m^{\prime} d+a^{\prime}=S^{k}(b)$. Notice that $\mathrm{f}_{Q}(b)+m^{\prime} d+a^{\prime}=b^{\prime}$ is equivalent to $m \mathrm{f}_{Q}(b)+m^{\prime} d+m a^{\prime}-m^{\prime} a=$ $m b^{\prime}$. Let $\mathrm{f}^{\prime}(x)=m \mathrm{f}_{Q}(x)+m^{\prime} x$, so that $\mathrm{f}^{\prime}(b)-m b^{\prime}=m^{\prime} a-m a^{\prime}$. Notice that $\mathrm{f}^{\prime}$ is non-trivial, since $b^{\prime} \in R(M) \backslash R\left(M_{0}\right)$. Since $\mathscr{M}_{0}$ is a model of $T_{R}$, we can find $b_{0}, b_{0}^{\prime} \in R\left(M_{0}\right)$ such that $f^{\prime}\left(b_{0}\right)-m b_{0}^{\prime}=m^{\prime} a-m a^{\prime}$. Since $b, b^{\prime} \in R(M) \backslash R\left(M_{0}\right)$, this implies by Lemma 4.2.4 that $m^{\prime} a-m a^{\prime}=0$. As $\mathrm{f}^{\prime}$ is non-trivial and $m \in$ $\mathbf{Z} \backslash\{0\},\left(b, b^{\prime}\right)$ is a non-degenerate solution of $\mathrm{f}^{\prime}(x)-m y=0$. So, by (Ax.8). there exists $k \in \mathbf{Z}$ such that $b^{\prime}=S^{k}(b)$, which is what we wanted.
2. Assume that for all $m \in \mathbf{Z} \backslash\{0\}$ and all $a \in M_{0}, m d+a \notin R(M)$. In that case $S(m d+a)=m d+a$ for all $m \in \mathbf{Z} \backslash\{0\}$ and all $a \in M_{0}$. This is enough to conclude.

Let us treat the first case.
Proposition 4.4.2. Let $Q_{1}, \ldots, Q_{k} \in \mathbf{Z}[X]$. Then for all $\mathscr{M} \vDash T_{R},\{z \in \mathbf{N} \mid \mathscr{M} \vDash \exists \bar{x} \in$ $\left.R \mathrm{f}_{Q_{1}}\left(x_{1}\right)+\cdots+\mathrm{f}_{Q_{k}}\left(x_{k}\right)=z\right\}$ is not piecewise syndetic.

Proof. This is an immediate consequence of the following observation: $\{z \in \mathbf{N}|\mathscr{M}|=$ $\left.\exists \bar{x} \in R \mathrm{f}_{Q_{1}}\left(x_{1}\right)+\cdots+\mathrm{f}_{Q_{k}}\left(x_{k}\right)=z\right\}=\left\{z \in \mathbf{N} \mid \mathscr{Z}_{R, \mathcal{L}} \vDash \exists \bar{x} \in R \mathrm{f}_{Q_{1}}\left(x_{1}\right)+\cdots+\right.$ $\left.\mathrm{f}_{\mathrm{Q}_{k}}\left(x_{k}\right)=z\right\}$ and Proposition 3•4•4.

Proposition 4.4.3. Let $\mathscr{M}, \mathscr{M}_{0} \models T_{R}$ such that $\mathscr{M}_{0} \subset \mathscr{M}$. Assume that $R\left(M_{0}\right)=R(M)$. Then $\mathscr{M}_{0}$ is 1 -e.c. in $\mathscr{M}$.

Proof. Let $\varphi(x, \bar{y})$ be a quantifier-free formula such that $\mathscr{M} \vDash \varphi(b, \bar{a})$ for some $b \in$ $M \backslash M_{0}$ and $\bar{a} \in M_{0}$. We will show that there exists $b_{0} \in M_{0}$ such that $\mathscr{M}_{0} \models \varphi\left(b_{0}, \bar{a}\right)$. Let us simplify $\varphi$.

First, by Lemma 4.4.1. we fave that for all $\mathcal{L}$-terms $t(x, \bar{y}), \bar{y}$ of size $n$, for all $b \in M \backslash M_{0}$ and all $\bar{a} \in M_{0}^{n}$, there are $n \in \mathbf{Z}$ and $a \in M_{0}$ such that $t(b, \bar{a})=n b+a$. All this can be tracked by a conjunction of negation of Im predicate, so we may assume, at the cost of adding this conjunction, that all terms involved in $\varphi$ are of the form $n x+a$.

Now we look at the atomic formulas satisfied by elements in $M \backslash M_{0}$ with parameters in $M_{0}$. Let $b \in M \backslash M_{0}, n_{1}, \ldots, n_{k} \in \mathbf{Z}, a_{1}, \ldots, a_{k} \in M_{0},[Q] \in(\mathbf{Z}[X])^{k \times m}$ and $D$ be a set of divisibility conditions of size $m$. Since $R(M)=R\left(M_{0}\right)$, we have $\mathscr{M} \vDash \operatorname{Im}_{[Q], D}\left(n_{1} b+a_{1}, \ldots, n_{k} b+a_{k}\right)$ if and only if $n_{1}=\cdots=n_{k}=0$ and $\mathscr{M} \models \operatorname{Im}_{[Q], D}(\bar{a})$. Likewise, for all $n \in \mathbf{Z}$ and $a \in M_{0}$, we have $\mathscr{M} \models n b+a=0$ if and only if $n=0$ and $\mathscr{M} \models a=0$.

Thus, after writing $\varphi(x, \bar{y})$ in its equivalent disjunctive normal form, we may select a conjunctive clause satisfied by $(b, \bar{a})$ and then assume that $\varphi(x, \bar{a})$ is of the form

$$
\begin{aligned}
& \bigwedge_{i \in I_{1}} n_{i} x+a_{i}^{\prime} \neq 0 \\
\wedge & \bigwedge_{i \in I_{2}} \neg \operatorname{Im}_{[Q]_{i}, D_{i}}\left(n_{i 1} x+a_{i 1}^{\prime}, \ldots, n_{i m_{i}} x+a_{i m_{i}}^{\prime}\right) \\
\wedge & \bigwedge_{i \in I_{3}} D_{\ell_{i}}\left(n_{i} x+k_{i}\right)
\end{aligned}
$$

where for all $i \in I_{1}, n_{i} \in \mathbf{Z} \backslash\{0\}$ and $a_{i}^{\prime}=t_{i}(\bar{a})$ for some $\mathcal{L}$-term $t_{i}(\bar{y})$, for all $i \in I_{2}$, $m_{i} \in \mathbf{N}^{>0}, \bar{n}_{i} \in(\mathbf{Z} \backslash\{0\})^{m_{i}}$ and $a_{i j}^{\prime}=t_{i j}(\bar{a})$ for some $\mathcal{L}$-term $t_{i j}(\bar{y})$ and for all $i \in I_{3}$, $n_{i} \in \mathbf{Z} \backslash\{0\}, \ell_{i} \in \mathbf{N}^{>1}$ and $0 \leq k_{i}<\ell_{i}$.

Let us finally show that $\varphi\left(M_{0}, \bar{a}\right)$ is not empty. By model completeness of the theory $\operatorname{Th}\left(\mathbf{Z},+, 0,1, D_{n} \mid 1<n \in \mathbf{N}\right)$, there exists $b_{0} \in M_{0}$ such that

$$
\mathscr{M}_{0} \models \bigwedge_{i \in I_{1}} n_{i} b_{0}+a_{i}^{\prime} \neq 0 \wedge \bigwedge_{i \in I_{3}} D_{\ell_{i}}\left(n_{i} b_{0}+a_{i}^{\prime}\right)
$$

However, $\mathscr{M}_{0}$ may not satisfy $\varphi\left(b_{0}, \bar{a}\right)$. But this can be overcome in the following way. Let

$$
\begin{gathered}
X_{1}=\left\{m \in \mathbf{N} \mid \mathscr{M}_{0} \models \bigwedge_{i \in I_{3}} n_{i}\left(b_{0}+m\right)+a_{i}^{\prime} \neq 0\right\}, \\
X_{2}=\left\{m \in \mathbf{N} \mid \mathscr{M}_{0} \models \bigwedge_{i \in I_{2}} \neg \operatorname{Im}_{[Q]]_{i}, D_{i}}\left(n_{i 1}\left(b_{0}+m\right)+a_{i 1}^{\prime}, \ldots\right)\right\},
\end{gathered}
$$

and

$$
X_{3}=\left\{m \in \mathbf{N} \mid \mathscr{M}_{0} \models \bigwedge_{i \in I_{3}} D_{\ell_{i}}\left(n_{i} m\right)\right\} .
$$

We want to show that the set $X=X_{1} \cap X_{2} \cap X_{3}$ is not empty, thus ensuring that $\mathscr{M}_{0} \models \varphi\left(b_{0}+m, \bar{b}\right)$ for some $m \in \mathbf{N}$. Suppose otherwise that $X=\varnothing$. This implies that $X_{3} \subset \mathbf{N} \backslash\left(X_{1} \cap X_{2}\right)$. But then, since $X_{3}$ is piecewise syndetic, $\mathbf{N} \backslash\left(X_{1} \cap X_{2}\right)$ is piecewise syndetic. Hence, by Brown's Lemma (see Theorem 3.4.3), $\mathbf{N} \backslash X_{2}$ is piecewise syndetic, $\mathbf{N} \backslash X_{1}$ being finite. But, by Proposition 4.4.2, this is not possible since $\mathbf{N} \backslash X_{2}$ is in the image of a sum of operators.

In order to establish that $T_{R}$ is 1-e.c., we need a final lemma on Im predicates, in which we show that a conjunction of $\operatorname{Im}$ predicates is equivalent to an Im predicate.

Lemma 4.4.4. For all $[Q]_{1} \in \mathbf{Z}^{n_{1} \times m_{1}}, \ldots,[Q]_{\ell} \in \mathbf{Z}^{n_{\ell} \times m_{\ell}}$ and sets of divisibility conditions $D_{1}, \ldots, D_{\ell}$, there exists $[Q] \in \mathbf{Z}^{\left(n_{1} \cdots n_{\ell}\right) \times\left(m_{1} \cdots m_{\ell}\right)}$ and a set of divisibility conditions $D$ such that

$$
T_{R}=\forall \bar{y}_{1}, \ldots, \bar{y}_{\ell}\left(\bigwedge_{i \in[\ell]} \operatorname{Im}_{[Q]_{i}, D_{i}}\left(\bar{y}_{i}\right) \leftrightarrow \operatorname{Im}_{[Q], D}\left(\bar{y}_{1}, \ldots, \bar{y}_{\ell}\right)\right)
$$

Proof. Just take $[Q]=[Q]_{1} \oplus \cdots \oplus[Q]_{\ell}(\oplus$ denotes the direct sum $)$ and $D=D_{1} \sqcup$ $\cdots \sqcup D_{\ell}$.

Theorem 4.4.5. The theory $T_{R}$ is 1-e.c.
Proof. Let us show that for all $\mathscr{M}, \mathscr{M}_{0} \models T_{R}$ such that $\mathscr{M}_{0} \subset \mathscr{M}$, then $\mathscr{M}_{0}$ is 1-e.c. in $\mathscr{M}$. Let $\mathscr{M}, \mathscr{M}_{0} \models T_{R}$ such that $\mathscr{M}_{0} \subset \mathscr{M}$. Two cases are possible: either $R\left(M_{0}\right)=R(M)$ or $R\left(M_{0}\right) \subsetneq R(M)$. The first case has been proved in Proposition 4.4.3. So let us assume that we are in the second case.

By Lemma 4.3.1. we may assume that $\mathscr{M}=\overline{\mathscr{A}}$ where $\mathscr{A}$ is the substructure of $\mathscr{M}$ generated by $M_{0} \cup R(M)$. Recall that by the proof of Lemma 4•3.1. any element $d$ of $\mathscr{M}$ is such that $n d=a+\sum_{i=1}^{\ell} \mathrm{f}_{i}\left(b_{i}\right)$, where $n \in \mathbf{N}, a \in M_{0}$ and $b_{1}, \ldots, b_{\ell} \in R(M) \backslash R\left(M_{0}\right)$ are in different orbits. Our strategy is to establish that $\mathscr{M}_{0}$ is 1-e.c. in $\mathscr{M}$ from the fact that for all tuples $\bar{b}$ of elements of $R(M) \backslash R\left(M_{0}\right)$ in different orbits, all $\bar{a} \in M_{0}$ and all $\varphi(\bar{x}, \bar{y}), \mathscr{M} \mid=\varphi(\bar{b}, \bar{a})$ implies $\mathscr{M}_{0} \models \exists \bar{x} \in R \varphi(\bar{x}, \bar{a})$.

Let $\varphi(x, \bar{y})$ an $\mathcal{L}$-formula, with $\bar{y}$ of size $k$, such that $\mathscr{M} \models \varphi(d, \bar{a})$, for some $d \in M \backslash M_{0}$ and $\bar{a} \in M_{0}^{k}$. Using Lemma 4.4.1, the fact that, since $d \in M \backslash M_{0}$, $n d=a+\sum_{i=1}^{\ell} \mathrm{f}_{i}\left(b_{i}\right)$, for some $n \in \mathbf{N}^{>0}, a \in M_{0}, b_{1}, \ldots, b_{\ell}$ in different orbits and $\mathrm{f}_{1}, \ldots, \mathrm{f}_{\ell}$ non-trivial, $D_{n_{1} n_{2}}\left(n_{1} x\right) \leftrightarrow D_{n_{2}}(x)$ and $\operatorname{Im}_{[Q], D}(\bar{y}) \leftrightarrow \operatorname{Im}_{n[Q], D}(n \bar{y})$, we may assume that $\varphi(x, \bar{a})$ is of the form

$$
\begin{aligned}
& \bigwedge_{i \in I_{1}} m_{i}\left(a+\sum_{i=1}^{\ell} \mathrm{f}_{i}\left(x_{i}\right)\right)+n a_{i}^{\prime} \neq 0 \wedge \bigwedge_{i \in I_{2}} D_{n \ell_{i}}\left(m_{i}\left(a+\sum_{i=1}^{\ell} \mathrm{f}_{i}\left(x_{i}\right)\right)+n s_{i}\right) \\
\wedge & \bigwedge_{i \in I_{3}} \operatorname{Im}_{n[Q]_{i}, D_{i}}\left(m_{i 1}\left(a+\sum_{i=1}^{\ell} \mathrm{f}_{i}\left(x_{i}\right)\right)+n a_{i 1}^{\prime}, \ldots, m_{i k_{i}}\left(a+\sum_{i=1}^{\ell} \mathrm{f}_{i}\left(x_{i}\right)\right)+n a_{i k_{i}}^{\prime}\right) \\
\wedge & \bigwedge_{i \in I_{4}} \neg \operatorname{Im}_{n[Q]_{i}, D_{i}}\left(m_{i 1}\left(a+\sum_{i=1}^{\ell} \mathrm{f}_{i}\left(x_{i}\right)\right)+n a_{i 1}^{\prime}, \ldots, m_{i k_{i}}\left(a+\sum_{i=1}^{\ell} \mathrm{f}_{i}\left(x_{i}\right)\right)+n a_{i k_{i}}^{\prime}\right) .
\end{aligned}
$$

where, for all $i \in I_{1} \cup I_{2}, a_{i}^{\prime}=t_{i}(\bar{a})$ for some $\mathcal{L}$-term $t_{i}(\bar{y}), m_{i} \in \mathbf{Z} \backslash\{0\}, \ell_{i} \in \mathbf{N}^{>1}$, $0 \leq s_{i}<\ell_{i}$ and for all $i \in I_{3} \cup I_{4}, k_{i} \in \mathbf{N}^{>0}, a_{i j}^{\prime}=t_{i}(\bar{a})$ for some $\mathcal{L}$-term $t_{i j}(\bar{y})$,
$\bar{m}_{i} \in(\mathbf{Z} \backslash\{0\})^{k_{i}},[Q]_{i} \in(\mathbf{Z}[X])^{k_{i} \times k_{i}^{\prime}}$ and $D_{i}$ is a set of divisibility conditions. We may also assume that $\left|I_{3}\right| \leq 1$ by Lemma 4.4•4

Furthermore, we may replace

$$
\bigwedge_{i \in I_{2}} D_{n \ell_{i}}\left(m_{i}\left(a+\sum_{i=1}^{\ell} \mathrm{f}_{i}\left(x_{i}\right)\right)+n s_{i}\right)
$$

by

$$
\bigwedge_{i \in[\ell]} D_{\ell_{i}^{\prime}}\left(m_{i}^{\prime} f_{i}\left(x_{i}\right)+s_{i}^{\prime}\right),
$$

where for all $i \in[\ell], \ell_{i} \in \mathbf{N}^{>1}, m_{i}^{\prime} \in \mathbf{Z}$ and $0 \leq s_{i}^{\prime}<\ell_{i}^{\prime}$. Finally, by Lemma 4.2.3 and Corollary 4.2.8, we may assume that $\tilde{\varphi}(\bar{x}, \bar{a})$ is of the form

$$
\begin{aligned}
& \bigwedge_{i \in[n]} \bigwedge_{j \in J} D_{\ell_{i j}}\left(\mathrm{f}_{\mathrm{Q}_{i j}}\left(S^{k_{j}}\left(x_{i}\right)\right)+k_{i j}\right) \\
& \wedge \bigwedge_{(i, j) \in K_{1}} \mathrm{f}_{\mathrm{Q}_{j}^{\prime}}\left(x_{i}\right)=0 \wedge \bigwedge_{(i, j) \in K_{2}} \mathrm{f}_{\mathrm{Q}_{j}^{\prime}}\left(x_{i}\right) \neq 0 \wedge \bigwedge_{i \in I} \bar{x}_{J_{i}} \notin F_{i},
\end{aligned}
$$

where, for all $i \in I, F_{i}$ is a finite set of $\left|J_{i}\right|$-tuples in $M_{0}$. But then, by (Ax.5) and (Ax.7), we may find a realization $\bar{b}_{0}$ of $\tilde{\varphi}(\bar{x}, \bar{a})$ in $R\left(M_{0}\right)$, as desired.

### 4.5 Superstability of $T_{R}$

From the quantifier elimination of $T_{R}$, we deduce, by means of counting types, that it is superstable.

Theorem 4.5.1. The theory $T_{R}$ is superstable.
Proof. Let $\mathscr{C}$ be a monster model of $T_{R}$ and let $A \subset C$ be a small set of parameters. We want to show that $\left|S_{1}(A)\right| \leq \max \left\{2^{\aleph_{0}},|A|\right\}$. Without loss of generality, we may assume that $A$ is the domain of a model $\mathscr{A}$. By quantifier elimination (see Theorem 4.1.1, any type $p(x)$ over $A$ is determined by the set of atomic formulas it contains. Let $\mathcal{L}_{1}=\mathcal{L}_{g} \cup \mathcal{L}_{S}$ and $\mathcal{L}_{2}$ be $\mathcal{L} \backslash\left\{D_{n} \mid n>1\right\}$. Let $p_{\mid \mathcal{L}_{i}}$ denote the restriction of $p$ to $\mathcal{L}_{i}$, so that $p(x)=p_{\mid \mathcal{L}_{1}}(x) \cup p_{\mid \mathcal{L}_{2}}(x)$. We may assume that $p(x)$ does not contain a formula of the form $x=a$ for some $a \in M$. We consider two cases:
(Case 1) there exist $m \in \mathbf{Z} \backslash\{0\}$ and $a \in A$ such that $R(m x+a) \in p(x)$;
(Case 2) for all $m \in \mathbf{Z} \backslash\{0\}$ and all $a \in A, R(m x+a) \notin p(x)$.
By Lemma 4.4.1. we may assume in the rest of the proof that the terms (with parameters in $A$ ) that appear in formulas are of the form $\mathrm{f}_{Q}(m x+a)+m^{\prime} x+a^{\prime}$, where $m^{\prime} \in \mathbf{Z}, a^{\prime} \in A$ and

1. $m \in \mathbf{Z} \backslash\{0\}$ and $a \in A$ are fixed when we are in (Case 1 );
2. $Q=0$ when we are in (Case 2).

Claim 4.5.2. The number of types of the form $p_{\mid \mathcal{L}_{1}}(x)$ is at most max $\left\{2^{\aleph_{0}},|A|\right\}$.
Proof. Indeed, any formula of the form $D_{n}\left(\mathrm{f}_{Q}(m x+a)+m^{\prime} x+a^{\prime}\right)$ is equivalent to a formula of the form $D_{n}\left(\mathrm{f}_{Q}(m x+a)+m^{\prime} x+k\right)$, where $k \in \mathbf{Z}$ is such that $D_{n}\left(a^{\prime}-k\right)$. In (Case 2), we know that a formula of the form $m^{\prime} x+a^{\prime}=0$ is never in $p(x)$, unless $m^{\prime}=0$ and $a^{\prime}=0$. Let us now look at equations when we are in (Case 1 ).

Assume that $\mathrm{f}_{Q}(m x+a)+m^{\prime} x+a^{\prime}=0 \in p_{\mid \mathcal{L}_{1}}(x)$, where $m^{\prime} \in \mathbf{Z}$ and $a^{\prime} \in A$. Then, by (Ax.6), $\operatorname{Im}_{m Q, m^{\prime} X}\left(m^{\prime} a-m a^{\prime}\right)$ holds in $\mathscr{A}$. Thus there exists $b^{\prime} \in R(A)$ such that $m f(m x+a)+m^{\prime}(m x+a)=m f\left(b^{\prime}\right)+m^{\prime} b^{\prime}$. This implies, by Lemma 4.2.4 that $m f(m x+a)+m^{\prime}(m x+a)=0$. Hence $m^{\prime} a-m a^{\prime}=0$. So the only equations that appear in $p(x)$ are of the form $\mathrm{f}(m x+a)=0$.

By the previous claim, it remains to show that the number of types of the form $p_{\mid \mathcal{L}_{2}}(x)$ is at most $\max \left\{2^{\aleph_{0}},|A|\right\}$. So we need to look at formulas of the form $\operatorname{Im}_{[Q], D}\left(\mathrm{f}_{1}(m x+\right.$ $\left.a)+m_{1} x+a_{1}, \ldots, \mathrm{f}_{k}(m x+a)+m_{k} x+a_{k}\right)$. For simplicity, we only look at the case $k=1$. We may restrict ourselves to formulas of the form $\operatorname{Im}_{\bar{Q}, D}\left(\mathrm{f}(m x+a)+a^{\prime}\right)$ in (Case 1) and $\operatorname{Im}_{\bar{Q}, D}\left(m^{\prime} x+a^{\prime}\right)$ in (Case 2). We want to show that in both cases, we can separate the parameters from the variable, in the same way we did for divisibility conditions. This will be enough to conclude. For (Case 1), this is a consequence of Corollary 4.2.8. For (Case 2), we have the following claim.
Claim 4.5.3. Assume we are in (Case 2). Let $\bar{Q} \in \mathbf{Z}[X]^{n}$ and $m \in \mathbf{Z} \backslash\{0\}$. Then there exists at most one $a_{\bar{Q}} \in A$ such that $\sum_{i=1}^{n} \mathrm{f}_{Q_{i}}\left(x_{i}\right)=m x+a_{\bar{Q}}$ has a non-degenerate solution in $R(C) \backslash R(A)$.

Proof. Assume that there exists another $a^{\prime} \in A$ that satisfies the claim. Then we have $\mathscr{A} \models \operatorname{Im}_{\overline{\mathrm{f}},-\overline{\mathrm{f}}}\left(a_{\bar{Q}}-a^{\prime}\right)$. Thus, we can find tuples $\bar{b}_{1}, \bar{b}_{2} \in R(C) \backslash R(A)$ and $\bar{b}_{1}^{\prime}, \bar{b}_{2}^{\prime} \in R(A)$ such that

$$
\sum_{i=1}^{n} \mathrm{f}_{Q_{i}}\left(b_{1 i}\right)-\mathrm{f}_{Q_{i}}\left(b_{2 i}\right)-\left(\mathrm{f}_{Q_{i}}\left(b_{1 i}^{\prime}\right)-\mathrm{f}_{Q_{i}}\left(b_{2 i}^{\prime}\right)\right)=0
$$

But this can happen only if $a_{\bar{Q}}=a^{\prime}$ by Lemma 4.2.4.
As a consequence, we get that in (Case 2), a formula of the form $\operatorname{Im}_{\bar{Q}, D}(m x+a)$ is in $p_{\mid \mathcal{L}_{2}}(x)$ if and only if some disjunction of formulas of the form

$$
\operatorname{Im}_{\bar{Q}_{I}, D}\left(m x+a_{\bar{Q}_{I}}\right) \wedge \operatorname{Im}_{\bar{Q}_{[n] \backslash I}, D}\left(a-a_{\bar{Q}_{I}}\right)
$$

is in $p_{\mid \mathcal{L}_{2}}(x)$. This proves that the number of types of the form $p_{\mid \mathcal{L}_{2}}(x)$ in (Case 2) is at $\operatorname{most} \max \left\{|A|, 2^{\aleph_{0}}\right\}$. We conclude that $\left|S_{1}(A)\right| \leq \max \left\{|A|, 2^{\aleph_{0}}\right\}$.

Since we do not know whether $S$ and 1 are definable in $\mathcal{L}_{R}$ we cannot deduce directly that $\operatorname{Th}\left(\mathscr{Z}_{R}\right)$ is superstable. Nevertheless we can recover superstability of $\operatorname{Th}\left(\mathscr{Z}_{R}\right)$ (in $\mathcal{L}_{R}$ ) from the superstability of $T_{R}$ using the following consequence of a variation of elementary amalgamation.

Theorem 4.5.4 ([25, Corollary 6.6.2]). Let $\mathcal{L}_{1} \subset \mathcal{L}_{2}$ be two languages and $T$ an $\mathcal{L}_{2}$-theory. Let $\mathscr{A}$ be an $\mathcal{L}_{1}$-structure. Then $\mathscr{A} \vDash T_{\mathcal{L}_{1}}$ if and only if for some model $\mathscr{M}$ of $T, \mathscr{A} \prec \mathscr{M}_{\mathcal{L}_{1}}$. Here $T_{\mathcal{L}_{1}}$ is the set $\mathcal{L}_{1}$-consequences of $T$ and $\mathscr{M}_{\mathcal{L}_{1}}$ is the $\mathcal{L}_{1}$-reduct of $\mathscr{M}$.

Corollary 4.5.5. $\mathrm{Th}\left(\mathscr{Z}_{R}\right)$ is superstable.
Proof. Applying Theorem $4.5 \cdot 4$ to $\mathcal{L}_{1}=\mathcal{L}_{R}, \mathcal{L}_{2}=\mathcal{L}$ and $T=T_{R}$, we obtain that for all model $\mathscr{A}$ of $T_{\mathcal{L}_{1}}=\operatorname{Th}\left(\mathscr{Z}_{R}\right)$, there is a model $\mathscr{M}$ of $T$ such that $\mathscr{A} \prec \mathscr{M}_{\mathcal{L}_{1}}$. In particular, we have that $\left|S_{1}^{\mathcal{L}_{\mathrm{R}}}(A)\right| \leq\left|S_{1}^{\mathcal{L}}(A)\right| \leq \max \left\{2^{\aleph_{0}},|A|\right\}$, where the last inequality comes from Theorem $4 \cdot 5 \cdot 1$

### 4.6 Decidability of $T_{R}$

As a consequence of the fact that the theory of $\mathscr{Z}_{R}$ is axiomatized by $T_{R}$ when $R$ is enumerated by a regular sequence $\left(r_{n}\right)$, we get the following decidability result. First let us recall some terminology.

Definition 4.6.1. Let $\left(r_{n}\right)$ be a sequence in $\mathbf{Z}$ :

1. $\left(r_{n}\right)$ is congruence periodic if for all $k \in \mathbf{N}^{>1}$, there exist constants $m, p \in \mathbf{N}$ such that the sequence $\left(r_{n}\right)_{n \geq m}$ is periodic modulo $k$ with period $p$;
2. ( $r_{n}$ ) is effectively congruence periodic if there is a recursive function $f: \mathbf{N}^{>1} \rightarrow$ $\mathbf{N} \times \mathbf{N}$ such that for all $k \in \mathbf{N}^{>1},\left(r_{n}\right)_{n \geq m}$ is periodic modulo $k$ of period $p$, where $(m, p)=f(k)$;
3. $\left(r_{n}\right)$ has an effective Kepler limit $\theta \in \mathbf{R}_{\infty}^{>0}$ if there is a recursive function $\delta: \mathbf{N} \rightarrow \mathbf{N}$ such that $\forall n \in \mathbf{N} \forall m \geq \delta(n)\left|r_{n} / r_{n+1}-\theta^{-1}\right| \leq 1 / 2^{n}$, where by convention $\infty^{-1}=0$.

Theorem 4.6.2. Let $R$ be a regular set and let $\left(r_{n}\right)$ be a strictly increasing enumeration of $R$ such that ( $r_{n}$ ) has an effective Kepler limit and is effectively congruence periodic. Assume that the sets in (Ax.8) can be computed effectively. Then the $\mathcal{L}$-theory $T_{R}$ is decidable.

Proof. Indeed, under these assumptions, the constants that appear in (Ax.7) can be computed effectively. To see this, we first use the remarks after the proof of Proposition 3.2.2 to show that for all $Q \notin$ Triv, we can compute $\ell=\ell(Q)$ such that $\forall x\left(x>\ell \rightarrow \mathrm{f}_{Q}(x) \neq 0\right)$. Then using the proof of Corollary 3.3.4 and our assumption that (Ax.8) is effective, we can compute $k(Q)$ for all $Q \notin$ Triv.

For (Ax.6), effectiveness follows from the effective periodicity of $R$. Thus, $T_{R}$ is recursively axiomatizable. And since $T_{R}$ is complete, we may conclude that $T_{R}$ is decidable.

Because the proof of Proposition $3 \cdot 3 \cdot 1$ is not effective, we cannot a priori remove the assumption on (Ax.8). However, we believe that the analysis of expansion of Presburger arithmetic in the next chapter could provide a way to demonstrate Proposition 3.3.1 effectively. Indeed, we show in the next chapter that inequalities of the form $f_{1}\left(n_{1}\right)+$ $\cdots+\mathrm{f}_{k}\left(n_{k}\right)<a$ can be dealt with as follows:

1. for each $i \in[k]$, we look at solutions of $\mathrm{f}_{1}\left(n_{1}\right)+\cdots+\mathrm{f}_{k}\left(n_{k}\right)<a$ such that $n_{i}$ is far away from $n_{j}, j \neq i$, in the sense that $n_{i}-n_{j}$ is bigger than some constant depending only on $f_{i}$ (and this constant can be obtained effectively as long as the Kepler limit is effective). We say in that case that $n_{i}$ dominates $n_{j}, j \neq i$. Then we frame $a$ by two consecutive images of $f_{i}$, say $f\left(n_{0}\right) \leq a<\mathrm{f}\left(n_{0} \pm 1\right)$, and reduce the satisfaction of $\mathrm{f}_{1}\left(n_{1}\right)+\cdots+\mathrm{f}_{k}\left(n_{k}\right)<a$ to the relative position of $n_{1}$ and $n_{0}$;
2. then we treat the case where none of the $n_{i}$ dominates the other variables. In that case, we repeat the analysis in the first case by replacing $n_{i}$ with $n_{j}+k$ for some $k$. This process then reduces to the case where $k=1$.
We could apply this to equations $\mathrm{f}_{1}\left(n_{1}\right)+\cdots+\mathrm{f}_{k}\left(n_{k}\right)=0$ using the fact that it is equivalent to

$$
\left(\mathrm{f}_{1}\left(n_{1}\right)+\cdots+\mathrm{f}_{k}\left(n_{k}\right)<1\right) \wedge\left(-\mathrm{f}_{1}\left(n_{1}\right)-\cdots-\mathrm{f}_{k}\left(n_{k}\right)<1\right) .
$$

As we haven't checked this in details, we leave the question of the necessity of our assumption on (Ax.8) open.

# CHAPTER <br>  <br> Expansion of $(\mathbf{Z},+, 0,<)$ by a SPARSE SEQUENCE 

In [49], A. L. Semenov studied various expansions of Presburger arithmetic, that is $\operatorname{Th}(\mathbf{Z},+, 0,<)$. The focus there is on decidability issues for those expansions. One important class of expansions studied in [49] is the class of expansions by a sparse set. These sets are enumerated by fast growing sequences and, as we shall see in the next section, regular sets are particular instances of sparse sets. Among other results, it is shown that when $R$ is a congruence periodic sparse set, $\operatorname{Th}(\mathbf{Z},+, 0,<, R)$ is decidable if and only if $R$ is effectively sparse and effectively congruence periodic (see [49. Corollary 2]). For regular sets, being effectively sparse means that it has an effective Kepler limit. As a result $\operatorname{Th}\left(\mathbf{Z},+, 0,<, A_{q}\right)$ and $\operatorname{Th}(\mathbf{Z},+, 0,<, \operatorname{Fib})$ are decidable. More generally, $\operatorname{Th}\left(\mathbf{Z},+, 0,<,\left\{r_{n} \mid n \in \mathbf{N}\right\}\right)$ is decidable whenever $\left(r_{n}\right)$ is a regular sequence that have an effective algebraic Kepler limit. Indeed, in that case $\left(r_{n}\right)$ is a linear recurrence sequence and it is congruence periodic by Proposition 1.3.12 and in fact the congruence periodicity is effective.

The proof of [49, Corollary 2] relies on [49, Theorem 3], where it is established that a certain theory associated to $\operatorname{Th}(\mathbf{Z},+, 0,<, R)$ is existential. The results we present here, specifically Theorem 5•5.3, use the techniques of the proof of [49. Theorem 3].

Expansions of Presburger arithmetic by sparse sets have also been studied by F. Point in [41], where another proof of [49, Corollary 2] is given using a quantifier elimination result, under the assumption of congruence periodicity (see [41, Proposition 9]). This last quantifier result allowed us, in collaboration with F. Point, to prove that expansions of Presburger by a congruence periodic sparse set is dependent (see [29, Theorem 2.32]).

It is the purpose of this chapter to give another proof of [29, Theorem 2.32], without using the congruence periodicity assumption. The cost of this operation is the necessity of another quantifier elimination result, and this is done by revisiting the proof of [49, Theorem 3]. We give such a quantifier elimination, in Theorem 5.5.3, in a definitional expansion $\mathcal{L}_{<}$of $\left\{+,-, 0,1,<, R, D_{n} \mid n \in \mathbf{N}\right\}$ by adding the language $\mathcal{L}_{S}$ and analogues of the Im predicates we used in the previous chapter. The Im predicates
we add here differ in two ways from the ones used in Chapter 4

1. we use systems of inequalities of the form $\mathrm{f}_{1}\left(x_{1}\right)+\cdots+\mathrm{f}_{n}\left(x_{n}\right)>y$ instead of equalities;
2. the divisibility conditions used in Chapter 4 to define $\operatorname{Im}$ predicates are replaced by arbitrary formulas in the language $\left\{S, S^{-1}, c,<, D_{n, k} \mid k<n \in \mathbf{N}\right\}$, with quantifiers relativized to $R$ and $D_{n, k}(x)$ interpreted as $D_{n}(x+k)$.
While the last difference may seem a bit much, it will allow us to show that negation of an Im predicate is equivalent to a finite disjunction of Im predicates: this is a nice property that we did not have in Chapter 4.

Using quantifier elimination in $\mathcal{L}_{<}$, we then show that, for $R$ a sparse set, the dependency of $\operatorname{Th}(\mathbf{Z},+, 0,<, R)$ follows from the dependency of $\operatorname{Th}(\mathscr{R})$, where $\mathscr{R}=$ $\left(R, S, S^{-1}, c,<, D_{n, k} \mid k<n \in \mathbf{N}\right)$ (see Theorem 5.6.7. This is done by showing that the formulas that define Im predicates have honest definitions over $R$. Another essential ingredient in the proof of Theorem 5.6.7 is a separation of variables phenomenon in $\mathcal{L}_{<}$-terms.

This chapter is organized as follows. In Section 5.1, we define what are sparse sets and we show that regular sets are sparse. In Section 5.2 we introduce the theory $T_{R,<}$ that we use to axiomatize expansions of Presburger by sparse sets. Then in Section $5 \cdot 3$ we explain how to handle inequalities of the form $\mathrm{f}_{1}\left(x_{1}\right)+\cdots+\mathrm{f}_{n}\left(x_{n}\right)>y$ and then we use this to show, in Section 5.4, that the negation of an Im predicate is equivalent to a disjunction of Im predicates. Quantifier elimination is then established in Section 5.5. The dependency of $T_{<, R}$ is considered in Section5.6. We finally end this chapter with Section 5.7 where the dependency of expansions of $(\mathbf{Q},+, 0,<),(\mathbf{R},+, 0,<)$ and $(\mathbf{R},+, 0,\lfloor\cdot\rfloor,<)$ by a sparse predicate is considered.

### 5.1 Sparse sets

We begin by introducing some notations. As in Chapter 3. given a sequence $\left(r_{n}\right)$ of natural numbers and $Q \in \mathbf{Z}[X], \mathrm{f}_{Q}$ denotes the function $n \mapsto a_{0} r_{n}+a_{1} r_{n+1}+$ $\cdots+a_{d} r_{n+d}$, where $Q(X)=a_{0}+a_{1} X+\cdots+a_{d} X^{d}$. Given $Q \in \mathbf{Z}[X], \mathrm{f}_{Q}=0$ means $\left\{n \in \mathbf{N} \mid \mathrm{f}_{Q}(n)=0\right\}=\mathbf{N}, \mathrm{f}_{Q}>_{R} 0$ means $\left\{n \in \mathbf{N} \mid \mathrm{f}_{Q}(n)>0\right\}$ is cofinite and likewise $\mathrm{f}_{Q}<_{R} 0$ means $\left\{n \in \mathbf{N} \mid \mathrm{f}_{Q}(n)<0\right\}$ is cofinite.

Definition 5.1.1. Let $\left(r_{n}\right)$ be a sequence of natural numbers and $R \subset \mathbf{N}$.

1. We say that $\left(r_{n}\right)$ is sparse if
a) for all $Q \in \mathbf{Z}[X]$, either $\mathrm{f}_{Q}=0$ or $\mathrm{f}_{Q}>_{R} 0$ or $\mathrm{f}_{Q}<_{R} 0$;
b) for all $Q \in \mathbf{Z}[X]$, if $\mathrm{f}_{Q}>_{R} 0$ then there exists $k \in \mathbf{N}$ such that $\mathrm{f}_{Q}(n+k)-$ $r_{n}>0$ for all $n \in \mathbf{N}$.
2. We say that $R$ is sparse if it is enumerated by a sparse sequence.

We note that $R$ being sparse is independent of a choice of an enumeration by a sparse sequence $\left(r_{n}\right)$. Indeed if $\left(r_{n}\right)$ is sparse, then it must be ultimately strictly increasing, since $f_{Q}>_{R} 0$, where $Q(X)=X-1$. As a result, when given a sparse set $R$, we may assume that $\left(r_{n}\right)$ is strictly increasing. We note that a sparse set is thus automatically infinite.

We end this section by giving a relation between sparse and regular sequences.
Lemma 5.1.2. Let $\left(r_{n}\right)$ be a regular sequence, then $\left(r_{n}\right)$ is sparse.
Proof. Let $\theta=\lim _{n \rightarrow \infty} r_{n+1} / r_{n} \in \mathbf{R}_{\infty}^{>1}$. It is known that $\left(r_{n}\right)$ is sparse if $\theta=\infty$ [49, §3] and when $\lim _{n \rightarrow \infty} r_{n} / \theta^{n} \in \mathbf{R}^{>0}[41, \S 4]$. Nevertheless, we shall treat all cases for convenience of the reader.

Let $Q \in \mathbf{Z}[X]$, of degree $d$. Recall that

$$
\lim _{n \rightarrow \infty} \frac{\mathrm{f}_{Q}(n)}{r_{n+d}}= \begin{cases}a_{d} & \text { if } \theta=\infty \\ \theta^{-d} Q(\theta) & \text { otherwise }\end{cases}
$$

Therefore

1. if $\theta=\infty, \mathrm{f}_{Q}=0$ if and only if $Q=0, \mathrm{f}_{Q}>_{R} 0$ if and only if $a_{d}>0$ and $\mathrm{f}_{Q}<_{R} 0$ if and only if $a_{d}<0$;
2. if $\theta \in \mathbf{R}^{>1}, \mathrm{f}_{Q}=0$ if and only if $Q(\theta)=0, \mathrm{f}_{Q}>_{R} 0$ if and only if $Q(\theta)>0$ and $\mathrm{f}_{Q}<_{R} 0$ if and only if $Q(\theta)<0$.
Therefore the first condition in Definition 5.1.1 is satisfied.
Now let $Q \in \mathbf{Z}[X]$ such that $\mathrm{f}_{Q}>_{R} 0$. For $k \in \mathbf{N}$, let $\mathrm{f}_{k}$ be the function $n \mapsto$ $\mathrm{f}_{Q}(n+k)-r_{n}$ and $Q_{k}(X)=X^{k} Q(X)-1$. It is enough to find $k_{0} \in \mathbf{N}$ such that $\mathrm{f}_{k_{0}}>_{R} 0$. Indeed, if that is the case, let $n_{0} \in \mathbf{N}$ be such that $\mathrm{f}_{k_{0}}(n)>0$ for all $n \geq n_{0}$. As a regular sequence is ultimately strictly increasing, we can find $n_{1} \in \mathbf{N}$ such that $r_{n_{1}}>r_{n}$ for all $n<n_{1}$ and $r_{n+1}>r_{n}$ for all $n \geq n_{1}$. Set $k=\max \left\{k_{0}+n_{0}, k_{0}+n_{1}\right\}$. Then for all $n \in \mathbf{N}$, we have

$$
\mathrm{f}_{Q}(n+k)>r_{n+k-k_{0}}>r_{n}
$$

because $n+k-k_{0} \geq n_{0}$ and $n+k-k_{0} \geq n_{1}$. Therefore the second condition of Definition 5.1.1 follows.

So let us find $k_{0} \in \mathbf{N}$ such that $\mathrm{f}_{k_{0}}>_{R} 0$. If $\theta=\infty$, we may take $k_{0}=1$. Assume $\theta \in \mathbf{R}^{>1}$. We have that $\mathrm{f}_{k}>_{R} 0$ if and only if $Q_{k}(\theta)>0$. As $Q(\theta)>0$, we can find $k_{0} \in \mathbf{N}$ such that $Q_{k_{0}}(\theta)=\theta^{k_{0}} Q(\theta)-1>0$. As a result, we get that $\mathrm{f}_{k_{0}}>_{R} 0$.
5.2 The theory $T_{R,<}$

We shall axiomatize expansions by a sparse set in a similar way as we axiomatized expansions by regular sets in Chapter 4 . Let us fix a sparse set $R \subset \mathbf{N}$ that is sparse and enumerated by a (strictly increasing) sparse sequence ( $r_{n}$ ) and consider $\mathscr{Z}_{R,<}=(\mathbf{Z},+,-, 0,<, R)$. We can extract the following data from the definition of a sparse set:

1. $\mathbf{Z}[X]$ is partitioned in three sets Triv, Pos and Neg: for $Q \in \mathbf{Z}[X], Q \in$ Triv if and only if $f_{Q}=0, Q \in \operatorname{Pos}$ if and only if $f_{Q}>_{R} 0$ and $Q \in$ Neg if and only if $\mathrm{f}_{\mathrm{Q}}<_{R} 0$. Also for each $Q \in \operatorname{Pos}$ (resp. each $Q \in \mathbf{N e g}$ ) we fix $n(Q) \in \mathbf{N}$ such that for all $n \in \mathbf{N}$ if $n>n(Q)$ then $\mathrm{f}_{\mathrm{Q}}(n)>0$ (resp. $\mathrm{f}_{\mathrm{Q}}(n)<0$ ). Also, we have that for all $Q \in \mathbf{Z}[X], Q \in$ Pos if and only if $-Q \in$ Neg.
2. For each $Q \in \operatorname{Pos}$, we fix $k=k(Q) \in \mathbf{N}$ such that for all $n \in \mathbf{N}, \mathrm{f}_{Q}(n+k)-r_{n}>$ 0.

Let us define the language in which we axiomatize $\operatorname{Th}\left(\mathscr{Z}_{R,<}\right)$.
Recall that $\mathcal{L}_{g}$ is the language $\left\{+,-, 0, D_{n} \mid n \in \mathbf{N}^{>1}\right\}$ and $\mathcal{L}_{S}$ is the language $\left\{S, S^{-1}, c\right\}$. As we did in Chapter 4 , these new symbols are interpreted as follows: $c$ is interpreted as $r_{0}$, for all $n \in \mathbf{N}, S\left(r_{n}\right)=r_{n+1}, S^{-1}\left(r_{n+1}\right)=r_{n}, S^{-1}(c)=c$ and $S(z)=z=S^{-1}(z)$ for all $z \in \mathbf{Z} \backslash R$. For each $Q \in \mathbf{Z}[X]$, we let $\mathrm{f}_{\mathrm{Q}}$ be the $\mathcal{L}_{g} \cup \mathcal{L}_{S}$-term $\sum_{i=0}^{d} a_{i} S^{i}(x)$, where $Q(X)=\sum_{i=0}^{d}$ and $S^{0}(x)=x$. We shall retain the terminology of Chapter 4 and call such terms operators. Given $Q \in \mathbf{Z}[X], \mathrm{f}_{\mathrm{Q}}$ is called trivial (resp. positive, negative) if $Q \in$ Triv (resp. $Q \in \operatorname{Pos}, Q \in \mathrm{Neg}$ ).

Let $[Q] \in \mathbf{Z}^{n \times m}$ and let $\varphi_{[Q]}^{<}(\bar{x}, \bar{y})$ be the formula

$$
\bigwedge_{i \in[n]} \sum_{j \in[m]} \mathrm{f}_{\mathrm{Q}_{i j}}\left(x_{j}\right)>y_{i} .
$$

For $\varphi_{0}(\bar{x})$ a formula in the language $\mathcal{L}_{0}=\left\{S, S^{-1}, c,<, D_{k, n} \mid k<n \in \mathbf{N}\right\}$, we let $\varphi_{0}^{R}(\bar{x})$ be the $\mathcal{L}_{g} \cup \mathcal{L}_{S}$-formula obtained by relativizing to the predicate $R$ the quantifiers appearing in $\varphi_{0}(\bar{x})$ and replacing any occurrence of $D_{n, k}(t(\bar{x}))$ by $D_{n}(t(\bar{x})+k)$, where $t(\bar{x})$ is an $\left\{S, S^{-1}, c\right\}$-term.

For each $[Q] \in \mathbf{Z}^{n \times m}$ and $\varphi_{0}$ an $\mathcal{L}_{0}$-formula, we associate an $n$-ary predicate $\operatorname{Im}_{[Q], \varphi_{0}}(\bar{y})$. In $\mathscr{Z}_{R,<}$, we interpret $\operatorname{Im}_{[Q], \varphi_{0}}(\bar{y})$ as follows: for all $\bar{m} \in \mathbf{Z}^{[\bar{y}]}, \operatorname{Im}_{[Q], \varphi_{0}}(\bar{m})$ if and only if $\exists \bar{x} \in R\left(\varphi_{[Q]}^{<}(\bar{x}, \bar{m}) \wedge \varphi_{0}^{R}(\bar{x})\right)$. These are the analogues of the $\operatorname{Im}$ predicates used in Chapter 4

Our language $\mathcal{L}_{<}$is thus defined as
$\mathcal{L}_{g} \cup\{1,<\} \cup \mathcal{L}_{S} \cup\{R\} \cup\left\{\operatorname{Im}_{[Q], \varphi_{0}} \mid[Q] \in \mathbf{Z}^{n \times m}\right.$ and $\varphi_{0}(\bar{x})$ an $\mathcal{L}_{0}$-formula with $\left.|\bar{x}|=n\right\}$. and we let $\mathscr{Z}_{R, \mathcal{L}_{<}}$be the $\mathcal{L}_{<}$-expansion of $\mathscr{Z}_{R,<}$ we described.

We fix an axiomatization $T_{1,<}$ of $\operatorname{Th}\left(\mathbf{Z},+,-, 0,1,<, D_{n} \mid 1<n \in \mathbf{N}\right.$ ) (see 33, page 82]).

Let $T_{R,<}$ be the following set of axiom schemes:
(Ax.1) $T_{1,<;}$
(Ax.2) $T_{2}^{R}$;
(Ax.3) $c=r_{0}$ (that is $c$ equals the term $\underbrace{1+\cdots+1}_{r_{0} \text { times }}$ );
(Ax.4) $\forall x(\neg R(x) \rightarrow S(x)=x)$;
(Ax.5) $\forall x \in R(x<S(x))$;
(Ax.6) $\forall x \exists y \in R(x \geq c \rightarrow y \leq x<S(y))$;
(Ax.7) for all $[Q] \in \mathbf{Z}^{n \times m}$ and $\varphi_{0}(\bar{x}),|\bar{x}|=n$, an $\mathcal{L}_{0}$-formula,

$$
\forall \bar{y}\left(\operatorname{Im}_{[Q], \varphi_{0}}(\bar{y}) \leftrightarrow \exists \bar{x} \in R\left(\varphi_{[Q]}^{<}(\bar{x}, \bar{y}) \wedge \varphi_{0}^{R}(\bar{x})\right)\right) ;
$$

(Ax.8) for all $Q \in \mathbf{Z}[X]$, if $Q \in$ Triv, then we add the axiom

$$
\forall x \in R \mathrm{f}_{Q}(x)=0
$$

and if $Q \notin$ Triv, we add the axiom

$$
\left(\forall x \in R\left(x>S^{n}(c) \rightarrow \mathrm{f}_{Q}(x)>0\right)\right) \vee\left(\forall x \in R\left(x>S^{n}(c) \rightarrow \mathrm{f}_{Q}(x)<0\right)\right),
$$

where $n=n(Q)$ (see 1 on page 78 );
(Ax.9) for all $Q \in$ Pos, we add the axiom

$$
\forall x \in R \mathrm{f}_{Q}\left(S^{k}(x)\right)>x
$$

where $k=k(Q)$ (see 2 on page 78 ).
Remark 5.2.1. In what follows, we will use $r_{0}$ instead of $c$ while treating formulas, as the meaning of $r_{0}$ is more explicit.

Our first goal is to prove that $T_{R,<}$ has quantifier elimination and is complete (see Theorem $5 \cdot 5 \cdot 3$ and Corollary $5 \cdot 5 \cdot 4$ ). The key ingredient in the proof of Theorem $5 \cdot 5 \cdot 3$ is that the negation of an $\operatorname{Im}$ predicate is equivalent in $T_{R,<}$ to a disjunction of $\operatorname{Im}$ predicates. This is a key difference between $T_{R}$ and $T_{R,<,}$ and allow to reduce the technical work needed in Chapter 4 to construct algebraically prime models.

In Section 5.3. we give a detailed analysis of the satisfaction of formulas of the form $\mathrm{f}_{1}\left(x_{1}\right)+\cdots+\mathrm{f}_{n}\left(x_{n}\right)>y$ in $T_{R,<}$. We show there that we can manage these formulas
easily after singling out a dominant variable among $\bar{x}$ and framing $y$ with consecutive images of the operator corresponding to the dominant variable. This will allow us to prove by induction on $n$ that the negation of $\operatorname{Im}$ predicates is a disjunction of $\operatorname{Im}$ predicates, in Section 5.4. Then we proceed in Section 5.5 with the proof of Theorem 5.5.3.

In what follows, we will use the following notations. For a $n$-tuple of variables $\bar{x}$ and $i \in[n], \bar{x}^{i}$ denotes the tuple $\left(x_{j} \mid j \in[n] \backslash\{i\}\right)$. For a term $t(\bar{x})$, the expression $|t(\bar{x})|$ stands for the absolute value of $t(\bar{x})$. Finally, the expression $z \in[x, y]$ (resp. $z \in] x, y[)$ is a shorthand for the formula $x \leq z \leq y$ (resp. $x<z<y$ ).

We end this section with several consequences of the axioms of $T_{R,<}$. The next lemma states that an operator defined by a positive polynomial is eventually strictly increasing.

Lemma 5.2.2. Let $Q \in$ Pos. Then there exists $\ell \in \mathbf{N}$ such that

$$
T_{R,<} \mid=\forall x \in R\left(x \geq S^{\ell}\left(r_{0}\right) \rightarrow \mathrm{f}_{Q}(x)<\mathrm{f}_{Q}(S(x)) \wedge \bigwedge_{i=0}^{\ell-1} \mathrm{f}_{Q}\left(S^{i}\left(r_{0}\right)\right)<\mathrm{f}_{Q}\left(S^{\ell}\left(r_{0}\right)\right)\right)
$$

Proof. Let $\mathrm{f}^{\prime}(x)$ be the operator $\mathrm{f}_{Q}(S(x))-\mathrm{f}_{Q}(x)$. Since $\mathrm{f}_{Q}>_{R} 0$, by (Ax.9), there exists $k \in \mathbf{N}$ such that $\mathrm{f}_{Q}\left(S^{k}(x)\right)>x$ for all $x \in R$. As a result, $\mathrm{f}_{Q}$ cannot be constant. Hence $\mathrm{f}^{\prime} \neq_{R} 0$. Thus, by (Ax.8), we either have $\mathrm{f}^{\prime}>_{R} 0$ or $\mathrm{f}^{\prime}<_{R} 0$. Assume, towards a contradiction, that $\mathrm{f}^{\prime}<_{R} 0$. Then there exists $n^{\prime} \in \mathbf{N}$ such that for all $x \in R$, if $x>S^{n^{\prime}}\left(r_{0}\right)$, then $\mathrm{f}_{Q}(x)>\mathrm{f}_{Q}(S(x))$. Let $m>\max \left\{n^{\prime}, n(Q)\right\}$. Because $Q \in$ Pos, we have that $d=f_{Q}\left(S^{m}\left(r_{0}\right)\right)>0$. On the other hand, since $f^{\prime}<_{R} 0$, we have that $f_{Q}\left(S^{n^{\prime}+d+1}\left(r_{0}\right)\right)<0$, a contradiction. Thus $f^{\prime}>_{R} 0$, which is enough to conclude.

The next lemma shows that a positive operator is in between operators of the form $S^{k}(x), k \in \mathbf{N}$. This is essentially a consequence of (Ax.9) and the triangle inequality.

Lemma 5.2.3. Let $Q \in$ Pos. Then there exists $k_{1} \leq k_{2} \in \mathbf{N}$ such that

$$
T_{R,<} \models \forall x \in R\left(x \leq \mathrm{f}\left(S^{k_{1}}(x)\right)<S^{k_{2}}(x)\right)
$$

Proof. Assume $Q(X)=\sum_{i=0}^{d} a_{i} X^{i}$. By (Ax.5), the operator $S(x)$ is strictly increasing on $R$. Thus for all $x \in R$, we have $f_{Q}(x) \leq \sum_{i=0}^{d}\left|a_{i}\right| S^{i}(x) \leq a S^{d}(x)$, where $a=\sum_{i=0}^{d}\left|a_{i}\right|$. Let us show by induction on $a$ that we can find $k_{0} \in \mathbf{N}$ such that $S^{k_{0}}(x)-a S^{d}(x)>_{R} 0$. If $a=1$, then we can choose $k_{0}=d+1$ : for all $x \in R$, we have $S^{d}(x)<S\left(S^{d}(x)\right)=$ $S^{d+1}(x)$. Now, assume that there exists $k_{0} \in \mathbf{N}$ such that $S^{k_{0}}(x)-(a-1) S^{d}(x)>_{R} 0$. By (Ax.9), there exists $k \in \mathbf{N}$ such that $S^{k+k_{0}}(x)>(a-1) S^{d+k_{0}}(x)+x$ for all $x \in R$. Thus, for all $x \in R$, we have $S^{k+k_{0}}(x)>(a-1) S^{d+k_{0}}(x)+x>(a-1) x+x=a x$. Therefore, for all $x \in R$, we have $S^{k+k_{0}+d}(x)>a S^{d}(x)$, which is what we wanted. Thus
there exists $k_{0}, n \in \mathbf{N}$ such that $S^{k_{0}}(x)-\mathrm{f}_{Q}(x)>0$ for all $x \in R$. Also, by (Ax.9), there exists $k_{1} \in \mathbf{N}$ such that $\mathrm{f}_{Q}\left(S^{k_{1}}(x)\right)>x$ for all $x \in R$. Therefore, setting $k_{2}=k_{1}+k_{0}$, we get what we wanted.

For $Q \in$ Pos, we let $\min _{R}\left(\mathrm{f}_{Q}\right)=\min \left\{\mathrm{f}_{Q}\left(S^{n}\left(r_{0}\right)\right) \mid n \in \mathbf{N}\right\}$. Likewise, for $Q \in$ Neg, we let $\max _{R}\left(\mathrm{f}_{Q}\right)=\max \left\{\mathrm{f}_{Q}\left(S^{n}\left(r_{0}\right)\right) \mid n \in \mathbf{N}\right\}$. In the next lemma, we prove an analogue of (Ax.6) for arbitrary positive operators.

Lemma 5.2.4. Let $Q \in$ Pos. Then

$$
T_{R,<} \models \forall x \exists y \in R\left(x \geq \min _{R}\left(\mathrm{f}_{Q}\right) \rightarrow \mathrm{f}_{Q}(y) \leq x<\mathrm{f}_{Q}(S(y))\right)
$$

Proof. Let $\ell \in \mathbf{N}$ be given by Lemma 5.2 .2 applied to $Q$ and $k_{1} \leq k_{2} \in \mathbf{N}$ be given by Lemma 5.2.3 applied to $Q$. Let $y \geq \min _{R}\left(f_{Q}\right)$. Let $k=\max \left\{\ell, k_{2}\right\}$ and assume that $y>S^{k}\left(r_{0}\right)$. By (Ax.6), there exists $x_{0} \in R$ such that $x_{0} \leq y<S\left(x_{0}\right)$. Because $x_{0} \geq S^{k}\left(r_{0}\right)$, we have that $x_{0}>\mathrm{f}_{Q}\left(S^{k_{1}-k_{2}}\left(x_{0}\right)\right)$ and $S\left(x_{0}\right) \leq \mathrm{f}_{Q}\left(S^{k_{1}+1}\left(x_{0}\right)\right)$. Thus, there exists $m \in\left[k_{1}-k_{2}, k_{1}+1\right]$ such that $\mathrm{f}_{Q}\left(S^{m}\left(x_{0}\right)\right) \leq y<\mathrm{f}_{Q}\left(S^{m+1}\left(x_{0}\right)\right)$. Now, for the case where $\min _{R}\left(\mathrm{f}_{Q}\right) \leq y \leq \mathrm{f}_{Q}\left(S^{k}\left(r_{0}\right)\right)$, since

$$
\left.\bigwedge_{i=0}^{\ell-1} \mathrm{f}_{Q}\left(S^{i}\left(r_{0}\right)\right)<\mathrm{f}_{Q}\left(S^{\ell}\left(r_{0}\right)\right)\right)
$$

we can also find $m \in[0, k]$ such that $\mathrm{f}_{Q}\left(S^{m}\left(r_{0}\right)\right) \leq y<\mathrm{f}_{Q}\left(S^{m+1}\left(r_{0}\right)\right)$.
In the sequel, for $k \in \mathbf{N}$, we let $\mu_{k}(x, \bar{y})$ be the formula

$$
\bigwedge_{i=1}^{|\bar{y}|} x>S^{k}\left(y_{i}\right) \text { if }|\bar{y}|>0 \text { and } x>S^{k}\left(r_{0}\right) \text { otherwise. }
$$

These formulas capture the idea that $x$ dominates the tuple $\bar{y}$. The following lemma gives an example of the usefulness of choosing a dominant variable.

Lemma 5.2.5 ([49, Lemma 2]). Let $Q, Q_{1}, \ldots, Q_{n} \in \mathbf{Z}[X]$. Assume that $Q \in \operatorname{Pos}$. Then there exists $k \in \mathbf{N}$ such that

$$
T_{R,<} \mid=\forall x \in R \forall \bar{y} \in R\left(\mu_{k}(x, \bar{y}) \rightarrow-\mathrm{f}_{Q}(x)<\sum_{i=1}^{n} \mathrm{f}_{Q_{i}}\left(y_{i}\right)<\mathrm{f}_{Q}(x)\right)
$$

Proof. Assume $Q_{i}(X)=\sum_{j=0}^{d} a_{i j} X^{j}$. Let $x, y_{1}, \ldots, y_{n} \in R$. Observe first that if $x>y_{i}$ for all $i \in[n]$, then, using (Ax.5), we have

$$
\begin{aligned}
\left|\sum_{i=1}^{n} \mathrm{f}_{Q_{i}}\left(y_{i}\right)\right| & \leq \sum_{i=1}^{n} \sum_{j=0}^{d}\left|a_{i j}\right| S^{j}\left(y_{i}\right) \\
& \leq \sum_{i=1}^{n}\left(\sum_{j=0}^{d}\left|a_{i j}\right|\right) S^{d}\left(y_{i}\right) \\
& <\sum_{i=1}^{n}\left(\sum_{j=0}^{d}\left|a_{i j}\right|\right) S^{d}(x) \\
& =\left(\sum_{i=1}^{n} \sum_{j=0}^{d}\left|a_{i j}\right|\right) S^{d}(x)
\end{aligned}
$$

Claim 5.2.6. For all $a, d \in \mathbf{N}$, there exists $k^{\prime} \in \mathbf{N}$ such that $\mathrm{f}_{Q}\left(S^{k^{\prime}}(x)\right)-a S^{d}(x)>_{R} 0$.
Proof of Claim. This is shown by induction on $a$. For $a=0$, this follows from the fact that $Q \in$ Pos. Now assume that there exists $k_{0} \in \mathbf{N}$ such that $\mathrm{f}_{Q}\left(S^{k_{0}}(x)\right)-$ $(a-1) S^{d}(x)>_{R} 0$. By (Ax.9), there exists $k_{1} \in \mathbf{N}$ such that $\mathrm{f}_{Q}\left(S^{k_{1}+k_{0}}(x)\right)>(a-$ 1) $S^{d+k_{1}}(x)+x$ for all $x \in R$. As a result, we have for all $x \in R$ that $\mathrm{f}_{Q}\left(S^{k_{1}+k_{0}}(x)\right)>$ $(a-1) S^{d+k_{1}}(x)+x>a x$. In particular $\mathrm{f}_{Q}\left(S^{k_{1}+k_{0}+d}(x)\right)-a S^{d}(x)>_{R} 0$.

Now, set

$$
a=\sum_{i=1}^{n} \sum_{j=0}^{d}\left|a_{i j}\right|
$$

By Claim 5.2.6, there exists $k^{\prime} \in \mathbf{N}$ such that $\mathrm{f}_{Q}\left(S^{k^{\prime}}(x)\right)-a S^{d}(x)>_{R} 0$. Therefore there exists $k^{\prime \prime} \in \mathbf{N}$ such that for all $x>S^{k^{\prime \prime}}\left(r_{0}\right), \mathrm{f}_{Q}\left(S^{k^{\prime}}(x)\right)>a S^{d}(x)$. Put $k=\max \left\{k^{\prime}, k^{\prime \prime}\right\}$. Then, for $x, y_{1}, \ldots, y_{n} \in R$ such that $\mu_{k}(x, \bar{y})$, we have

$$
\begin{aligned}
\left|\sum_{i=1}^{n} \mathrm{f}_{Q_{i}}\left(y_{i}\right)\right| & <a S^{d}\left(S^{-k}(x)\right) \\
& <\mathrm{f}_{Q}\left(S^{k}\left(S^{-k}(x)\right)\right) \\
& =\mathrm{f}_{Q}(x)
\end{aligned}
$$

and this finishes the proof.

5•3 Inequalities in $T_{R,<}$
In this section, we fix a model $\mathscr{M}$ of $T_{R,<}$ and $\bar{f}$ a $n$-tuple of non-trivial operators. Given $a \in M$ and $\bar{b} \in R^{n}$, we shall identify how $\sum_{i=1}^{n} \mathrm{f}_{i}\left(b_{i}\right)$ compares to $a$. We shall see
that we have to distinguish two cases: either there is a relation of the form $S^{k}\left(b_{i}\right)=b_{j}$ for some $i<j \in[n]$ and a small $k \in \mathbf{Z}$ or there exists $i \in[n]$ such that $b_{i}$ dominates $\bar{b}^{i}$ in the sense that $\mu_{k}\left(b_{i}, \bar{b}^{i}\right)$ for some $k$ that depends only on $\mathrm{f}_{i}$. In the latter case, we use the lemmas from the previous section to reduce the comparison of $\sum_{i=1}^{n} \mathrm{f}_{i}\left(b_{i}\right)$ and $a$ to a the comparison of $\sum_{i=1}^{n} \mathrm{f}_{i}\left(b_{i}\right)$ to a witness of a framing of $a$ by the operator associated the dominant variable.

Let $i \in[n]$. Since we want to compare $\sum_{i=1}^{n} \mathrm{f}_{i}\left(b_{i}\right)$ and $a$, we may assume, at the cost of replacing $a$ by $-a$ and $\bar{f}$ by $-\bar{f}$, that $\mathrm{f}_{i}>_{R} 0$. By Lemma 5.2.2, there exists $k_{0 i} \in \mathbf{N}$ such that

$$
T_{R,<} \not \models \forall x \in R\left(x \geq S^{k_{0 i}}\left(r_{0}\right) \rightarrow \mathrm{f}_{i}(x)<\mathrm{f}_{i}(S(x)) \wedge \bigwedge_{j=0}^{k_{0 i}-1} \mathrm{f}_{i}\left(S^{j}\left(r_{0}\right)\right)<\mathrm{f}_{i}\left(S^{k_{0 i}}\left(r_{0}\right)\right)\right)
$$

Thus the operator $\mathrm{f}_{i}(S(x))-\mathrm{f}_{i}(x)$ is positive on $R$. Thus by Lemma 5.2.5, there exists $k_{1 i} \in \mathbf{N}$ such that

$$
\begin{aligned}
T_{R,<} \models \forall x \in R \forall \bar{y} \in R( & \mu_{k_{1 i}}(x, \bar{y}) \rightarrow \\
& \left.\quad-\left(\mathrm{f}_{i}(S(x))-\mathrm{f}_{i}(x)\right)<\sum_{j \in[n] \backslash\{i\}} \mathrm{f}_{j}\left(y_{j}\right)<\mathrm{f}_{i}(S(x))-\mathrm{f}_{i}(x)\right) .
\end{aligned}
$$

As a result, setting $k_{i}=\max \left\{k_{0 i}, k_{1 i}\right\}+2$, we have that for all $\bar{b} \in R^{n}$, if $\mu_{k_{i}}\left(b_{i}, \bar{b}^{i}\right)$ holds, then three properties hold:

1. $\mathrm{f}_{i}\left(S^{-2}\left(b_{i}\right)\right)<\mathrm{f}_{i}\left(S^{-1}\left(b_{i}\right)\right)<\mathrm{f}_{i}\left(b_{i}\right)$;
2. $\mathrm{f}_{i}\left(b_{i}\right)$ is far from the minimal value of $\mathrm{f}_{i}$ on $R$ :

$$
\min _{R}\left(\mathrm{f}_{i}\right) \leq \mathrm{f}_{i}\left(S^{k_{0 i}}\left(r_{0}\right)\right)<\mathrm{f}_{i}\left(S^{k_{0 i}+2}\left(r_{0}\right)\right) \leq \mathrm{f}_{i}\left(b_{i}\right)
$$

3. $\mathrm{f}_{i}\left(S^{-2}\left(b_{i}\right)\right)+\sum_{j \in[n] \backslash\{i\}} \mathrm{f}_{j}\left(b_{j}\right)<\mathrm{f}_{i}\left(S^{-1}\left(b_{i}\right)\right)<\mathrm{f}_{i}\left(b_{i}\right)+\sum_{j \in[n] \backslash\{i\}} \mathrm{f}_{j}\left(b_{j}\right)$.

On the other hand, $a$ is in between two consecutive images of $f_{i}$ or is below $\min _{R}\left(\mathrm{f}_{i}\right)$ : by Lemma 5.2.4 there exists $b_{0} \in R$ such that $\mathrm{f}_{i}\left(b_{0}\right) \leq a<\mathrm{f}_{i}\left(S\left(b_{0}\right)\right)$ or $a<\min _{R}\left(\mathrm{f}_{i}\right)$. In case $a<\min _{R}\left(\mathrm{f}_{i}\right)$, we have that

$$
\begin{aligned}
a & <\min _{R}\left(\mathrm{f}_{i}\right) \\
& <\mathrm{f}_{i}\left(S^{-1}\left(b_{i}\right)\right) \\
& <\sum_{i=1}^{n} \mathrm{f}_{i}\left(b_{i}\right) .
\end{aligned}
$$

Now assume that $\mathrm{f}_{i}\left(b_{0}\right) \leq a<\mathrm{f}_{i}\left(S\left(b_{0}\right)\right)$. We distinguish three cases:

1. $b_{i}<b_{0}$. In that case we have

$$
\begin{array}{rlr}
\sum_{i=1}^{n} \mathrm{f}_{i}\left(b_{i}\right) & <\mathrm{f}_{i}\left(S\left(b_{i}\right)\right) & \text { since } \mu_{k}\left(S^{2}\left(b_{i}\right), \bar{b}^{i}\right) \\
& \leq \mathrm{f}_{i}\left(b_{0}\right) & \text { since } S^{k_{0 i}}\left(r_{0}\right)<S\left(b_{i}\right) \leq b_{0} \\
& \leq a . &
\end{array}
$$

2. $b_{i}>S\left(b_{0}\right)$. In that case $b_{i} \geq S^{2}\left(b_{0}\right)$ and we have

$$
\begin{aligned}
a & <\mathrm{f}_{i}\left(S\left(b_{0}\right)\right) \quad \text { since } b_{i} \geq S^{2}\left(b_{0}\right) \text { and } S^{-2}\left(b_{i}\right) \geq S^{k_{0 i}}\left(r_{0}\right) \\
& \leq \mathrm{f}_{i}\left(S^{-1}\left(b_{i}\right)\right) \\
& <\sum_{i=1}^{n} \mathrm{f}_{i}\left(b_{i}\right)
\end{aligned}
$$

3. either $b_{i}=b_{0}$ or $b_{i}=S\left(b_{0}\right)$. In that case we may restart our analysis to determine the relative positions of $\sum_{j \in[n] \backslash\{i\}} \mathrm{f}_{j}\left(b_{j}\right), a-\mathrm{f}_{i}\left(b_{0}\right)$ and $\mathrm{f}_{i}\left(S\left(b_{0}\right)\right)-a$.
Now if for all $i \in[n], \mu_{k_{i}}\left(b_{i}, \bar{b}^{i}\right)$ does not hold, then there are $i<j \in[n]$ and $k \in\left[-k_{i}, k_{j}\right]$ such that $b_{i}=S^{k}\left(b_{j}\right)$. In this case, we repeat our analysis with the operators $\mathrm{f}_{\ell}$ for $\ell \in[n] \backslash\{i, j\}$ and the operator $\mathrm{f}_{i}\left(S^{k}(x)\right)+\mathrm{f}_{j}(x)$. We summarize this discussion in the following two results.

Lemma 5.3.1. Let $Q, Q_{1}, \ldots, Q_{n} \in \mathbf{Z}[X]$. Assume $Q \in$ Pos. Then there exists $k \in \mathbf{N}$ such that

$$
\begin{aligned}
T_{R,<} \angle \forall x, \bar{x} \in R\left(\mu_{k}(x, \bar{x}) \rightarrow\right. & \left(\left(\mathrm{f}_{Q}\left(S^{-2}(x)\right)<\mathrm{f}_{Q}\left(S^{-1}(x)\right)<\mathrm{f}_{Q}(x)\right) \wedge \min _{R}\left(\mathrm{f}_{Q}\right)<\mathrm{f}_{Q}(x)\right. \\
& \wedge \mathrm{f}_{Q}\left(S^{-2}(x)\right)+\sum_{i \in[n]} \mathrm{f}_{Q_{i}}\left(x_{i}\right)<\mathrm{f}_{Q}\left(S^{-1}(x)\right) \\
& \left.\left.\wedge \mathrm{f}_{Q}\left(S^{-1}(x)\right)<\mathrm{f}_{Q}(x)+\sum_{i \in[n]} \mathrm{f}_{Q_{i}}\left(x_{i}\right)\right)\right) .
\end{aligned}
$$

Proposition 5.3.2. Let $Q, Q_{1}, \ldots, Q_{n} \in \mathbf{Z}[X]$. Assume $Q \in$ Pos. Let $k \in \mathbf{N}$ be given by

Lemma 5.3.1 Then

$$
\begin{aligned}
T_{R,<} \angle \forall x, \bar{x} \in R \forall y\left(\mu_{k}(x, \bar{x}) \rightarrow\right. & \left(\mathrm{f}_{Q}(x)+\sum_{i=1}^{n} \mathrm{f}_{Q_{i}}\left(x_{i}\right)>y \leftrightarrow\right. \\
& \exists w \in R\left(\left(y<\min _{R}\left(\mathrm{f}_{Q}\right) \vee \mathrm{f}_{Q}(w) \leq y<\mathrm{f}_{Q}(S(w))\right)\right. \\
& \wedge\left(\left(x=S(w) \wedge \mathrm{f}_{Q}(S(w))+\sum_{i=1}^{n} \mathrm{f}_{Q_{i}}\left(x_{i}\right)>y\right)\right. \\
& \vee\left(x=w \wedge \mathrm{f}_{Q}(w)+\sum_{i=1}^{n} \mathrm{f}_{Q_{i}}\left(x_{i}\right)>y\right) \\
& \vee S(w)<x))))
\end{aligned}
$$

and

$$
\begin{aligned}
T_{R,<} \vDash \forall x, \bar{x} \in R \forall y\left(\mu_{k}(x, \bar{x}) \rightarrow( \right. & \mathrm{f}_{Q}(x)+\sum_{i=1}^{n} \mathrm{f}_{Q_{i}}\left(x_{i}\right)<y \leftrightarrow \\
& \exists w \in R\left(\left(\mathrm{f}_{Q}(w) \leq y<\mathrm{f}_{Q}(S(w))\right) \wedge(x<w\right. \\
& \vee\left(x=S(w) \wedge \mathrm{f}_{Q}(S(w))+\sum_{i=1}^{n} \mathrm{f}_{Q_{i}}\left(x_{i}\right)<y\right) \\
& \left.\left.\left.\left.\vee\left(x=w \wedge \mathrm{f}_{Q}(w)+\sum_{i=1}^{n} \mathrm{f}_{Q_{i}}\left(x_{i}\right)<y\right)\right)\right)\right)\right)
\end{aligned}
$$

Even though we stated Proposition 5.3.2 under the assumption $Q \in$ Pos, it can be used to analyze the case where $Q \in$ Neg, considering $-Q,-Q_{1}, \ldots,-Q_{k}$ instead of $Q, Q_{1}, \ldots, Q_{n}$.
5.4 Negation of Im predicates

In this section, we establish that the negation of an Im predicate is equivalent to a disjunction of Im predicates. To this end, we need the following definition.

Definition 5•4.1. Let $\varphi(\bar{x}, \bar{y}, \bar{z})$ be a formula. We call $\varphi(\bar{x}, \bar{y}, \bar{z})$ simple if it satisfies one of the following conditions, where $n=|\bar{y}|, k=|\bar{x}|$ :

1. if $k=0$, it has the form

$$
\bigwedge_{i=1}^{n} 0>a_{i} y_{i}+b_{i} \wedge \varphi_{0}^{R}(\bar{z})
$$

where $\bar{a}, \bar{b} \in \mathbf{Z}^{n}$ and $\varphi_{0}(\bar{z})$ is an $\mathcal{L}_{0}$-formula;
2. if $k>0$, it has the form

$$
\bigwedge_{i=1}^{n} \sum_{j=1}^{k} \mathrm{f}_{i j}\left(x_{j}\right)>a_{i} y_{i}+b_{i} \wedge \varphi_{0}^{R}(\bar{x}, \bar{z}),
$$

where $\bar{a}, \bar{b} \in \mathbf{Z}^{n}, \mathrm{f}_{i j}$ is an operator for all $i \in[n]$ and $j \in[k]$ and $\varphi_{0}(\bar{x}, \bar{z})$ is an $\mathcal{L}_{0}$-formula.
Likewise a formula $\psi(\bar{y}, \bar{z})$ is called an existential simple formula if it is of the form $\exists \bar{x} \in R \varphi(\bar{x}, \bar{y}, \bar{z})$, where $\varphi(\bar{x}, \bar{y}, \bar{z})$ is a simple formula.

We note that the set of simple formulas and the set of existential simple formulas are closed under conjunction,

Observe that Im predicates are defined by simple existential formulas. We shall show by induction that the negation of simple existential formulas are equivalent to a disjunction of simple existential formulas. The induction step is summarized in the following lemma.

Lemma 5.4.2 ([49, Lemma 3]). Let $\varphi(\bar{x}, \bar{y}, \bar{z})$ be a simple formula, $n=|\bar{x}|$. Let $\bar{k} \in \mathbf{N}^{n}$. Then there exists a simple formula $\varphi^{\prime}(\bar{w}, \bar{y}, \bar{z}),|\bar{w}|=n-1$, such that

$$
\begin{aligned}
& T_{R,<} \models \forall \bar{y} \forall \bar{z} \in R\left((\exists \bar{x} \in R \varphi(\bar{x}, \bar{y}, \bar{z})) \leftrightarrow \exists \bar{w} \in R \varphi^{\prime}(\bar{w}, \bar{y}, \bar{z})\right. \\
&\left.\vee \bigvee_{i=1}^{n} \exists \bar{x} \in R\left(\mu_{k_{i}}\left(x_{i}, \bar{x}^{i}\right) \wedge \varphi(\bar{x}, \bar{y}, \bar{z})\right)\right) .
\end{aligned}
$$

Proof. We already observed in Section 5.3 that if none of the relations $\mu_{k_{i}}\left(x_{i}, \bar{x}^{i}\right)$ is satisfied, then there exists $i, j \in[n]$ such that $x_{i}=S^{k}\left(x_{j}\right)$ for some

$$
k \in\left[-k_{i}, k_{j}\right] .
$$

Therefore we define $\varphi^{\prime}(\bar{w}, \bar{y}, \bar{z})$ to be the disjunction of all substitutions in $\varphi(\bar{x}, \bar{y}, \bar{z})$ of $x_{i}$ by $S^{k}\left(w_{j}\right)$, with $i \in[n], j \in[n-1]$ and $k \in\left[-\max \left\{k_{i} \mid i \in[n]\right\}, \max \left\{k_{i} \mid i \in[n]\right\}\right]$.

We are now ready to prove the main result of this section.
Theorem 5.4.3. Let $\varphi(\bar{x}, \bar{y}, \bar{z})$ be a simple formula. Then there exist simple formulas $\varphi_{1}(\bar{w}, \bar{y}, \bar{z})$, $\ldots, \varphi_{\ell}(\bar{w}, \bar{y}, \bar{z})$ such that

$$
T_{R,<} \models \forall \bar{y} \forall \bar{z} \in R\left(\neg(\exists \bar{x} \in R \varphi(\bar{x}, \bar{y}, \bar{z})) \leftrightarrow \bigvee_{i=1}^{\ell} \exists \bar{w} \in R \varphi_{i}(\bar{w}, \bar{y}, \bar{z})\right) .
$$

Proof. The proof is done by induction on $k=|\bar{x}|$. If $k=0$, we use the fact that $T_{R} \models \forall z(\neg(0>z) \leftrightarrow 0>-z+1)$, to show that, given $\bar{a}, \bar{b} \in \mathbf{Z}^{n}$ and $\varphi_{0}(\bar{z})$ a $\mathcal{L}_{0}$-formula,

$$
T_{R} \models \forall \bar{y} \forall \bar{z} \in R\left(\neg\left(\bigwedge_{i=1}^{n} 0>a_{i} y_{i}+b_{i} \wedge \varphi_{0}^{R}(\bar{z})\right) \leftrightarrow \bigvee_{i=1}^{n} 0>-a_{i} y_{i}-b_{i}+1 \vee \neg \varphi_{0}^{R}(\bar{z})\right)
$$

This concludes the case $k=0$ since

1. $0>-a_{i} y_{i}-b_{i}+1$ is equivalent to the simple formula

$$
0>-a_{i} y_{i}-b_{i}+1 \wedge \bigwedge_{\substack{j=1 \\ j \neq i}}^{n} 0>0 y_{j}-1 \wedge r_{0}=r_{0}
$$

2. and the formula $\neg \varphi_{0}^{R}(\bar{z})$ is equivalent to the simple formula

$$
\bigwedge_{i=1}^{n} 0>0 y_{i}-1 \wedge \neg \varphi_{0}^{R}(\bar{z}) ;
$$

Now assume that $k>0$ and that the theorem holds true for all simple formulas $\varphi(\bar{x}, \bar{y}, \bar{z})$ with $|\bar{x}|<k$. Let $\psi(\bar{x}, \bar{y}, \bar{z})$ be a simple formula with $|\bar{x}|=k$, so that $\psi(\bar{x}, \bar{y}, \bar{z})$ has the form

$$
\bigwedge_{i=1}^{n} \sum_{j=1}^{k} \mathrm{f}_{i j}\left(x_{j}\right)>a_{i} y_{i}+b_{i} \wedge \varphi_{0}^{R}(\bar{x}, \bar{z}),
$$

where $\bar{a}, \bar{b} \in \mathbf{Z}^{n}, \mathbf{f}_{i j}$ is an operator for all $i \in[n]$ and $j \in[k]$ and $\varphi_{0}(\bar{x}, \bar{z})$ is an $\mathcal{L}_{0^{-}}$ formula. We want to show that $\neg(\exists \bar{x} \in R \psi(\bar{x}, \bar{y}, \bar{z}))$ is equivalent to a disjunction of existential simple formulas. We may assume that for all $j \in[k]$ there exists $i \in[n]$ such that $\mathrm{f}_{i j} \not \neq R^{0}$. Indeed, otherwise $\psi(\bar{x}, \bar{y}, \bar{z})$ is equivalent, for some $j_{0} \in[k]$, to

$$
\bigwedge_{\substack { i=1 \\
\begin{subarray}{c}{j=1 \\
j \neq j_{0}{ i = 1 \\
\begin{subarray} { c } { j = 1 \\
j \neq j _ { 0 } } }\end{subarray}}^{k} \mathrm{f}_{i j}\left(x_{j}\right)>a_{i} y_{i}+b_{i} \wedge \exists x_{j_{0}} \in R \varphi_{0}^{R}(\bar{x}, \bar{z}),
$$

So that by the induction hypothesis, $\neg(\exists \bar{x} \in R \psi(\bar{x}, \bar{y}, \bar{z}))$ is equivalent to a disjunction of existential simple formulas. Let us then assume that for all $j \in[k]$ there exists $i \in[n]$ such that $\mathrm{f}_{i j} \not \neq R 0$.

For all $j \in[k]$, let us partition $[n]$ according to whether $\mathrm{f}_{i j}$ is positive, negative or trivial. Namely, let $I_{j 1}, I_{j 2} \subset[n]$ be such that $i \in I_{j 1}$ if and only if $f_{i j}>_{R} 0$ and $i \in I_{j 2}$ if and only if $\mathrm{f}_{i j}<_{R} 0$. Let $I_{j 3}=[k] \backslash\left(I_{j 1} \cup I_{j 2}\right)$. Note that by assumption $I_{j 1} \cup I_{j 2} \neq \varnothing$ for all $j \in[k]$. Now for all $j \in[k]$ and all $i \in I_{j 1} \cup I_{j 2}$ let $k_{i j}$ be given by Lemma 5.3.1 applied to the polynomials defining $\bar{f}_{i}$ if $i \in I_{j 1}$ and $-\bar{f}_{i}$ if $i \in I_{j 2}$. Set
$k=\max \left\{k_{i j} \mid j \in[k]\right.$ and $\left.i \in I_{j 1} \cup I_{j 2}\right\}$. By Lemma 5.4.2, we have that $\exists \bar{x} \in R \psi(\bar{x}, \bar{y}, \bar{z})$ is equivalent to

$$
\exists \bar{w} \in R \psi^{\prime}(\bar{w}, \bar{y}, \bar{z}) \vee \bigvee_{j=1}^{k} \exists \bar{x} \in R\left(\mu_{k}\left(x_{j}, \bar{x}^{j}\right) \wedge \psi(\bar{x}, \bar{y}, \bar{z})\right)
$$

where $\psi^{\prime}(\bar{w}, \bar{y}, \bar{z})$ is a simple formula with $|\bar{w}|=k-1$. Thus, by our induction hypothesis, we need to prove the theorem for the formulas

$$
\exists \bar{x} \in R\left(\mu_{k}\left(x_{j}, \bar{x}^{j}\right) \wedge \psi(\bar{x}, \bar{y}, \bar{z})\right)
$$

for all $j \in[k]$. Let $\ell \in[k]$. For all $i \in I_{\ell 1}$, let $m_{\ell i}=\min _{R}\left(\mathrm{f}_{i \ell}\right)$. Recall from Proposition 5.3.2 that the inequalities can be treated as follows, under the assumption $\mu_{k}\left(x_{\ell}, \bar{x}^{\ell}\right)$ :

1. for $i \in I_{\ell 1}$,

$$
\sum_{j=1}^{k} \mathrm{f}_{i j}\left(x_{j}\right)>a_{i} y_{i}+b_{i}
$$

is equivalent to the disjunction of $a_{i} y_{i}+b_{i}<m_{\ell i}$ and

$$
\begin{aligned}
& \exists w_{i} \in R\left(\mathrm{f}_{i \ell}\left(w_{i}\right) \leq a_{i} y_{i}+b_{i}<\mathrm{f}_{i \ell}\left(S\left(w_{i}\right)\right)\right. \\
& \wedge\left(S\left(w_{i}\right)<x_{\ell} \vee\left(x_{\ell}=S\left(w_{i}\right) \wedge \mathrm{f}_{i \ell}\left(S\left(w_{i}\right)\right)+\sum_{\substack{j=1 \\
j \neq \ell}}^{k} \mathrm{f}_{i j}\left(x_{j}\right)>a_{i} y_{i}+b_{i}\right)\right. \\
& \left.\left.\vee\left(x_{\ell}=w_{i} \wedge \mathrm{f}_{i \ell}\left(w_{i}\right)+\sum_{\substack{j=1 \\
j \neq \ell}}^{k} \mathrm{f}_{i j}\left(x_{j}\right)>a_{i} y_{i}+b_{i}\right)\right)\right)
\end{aligned}
$$

2. and likewise for $i \in I_{j 2}$ :

$$
\sum_{j=1}^{k} \mathrm{f}_{i j}\left(x_{j}\right)>a_{i} y_{i}+b_{i}
$$

is equivalent to

$$
\begin{aligned}
& \exists w_{i} \in R\left(-\mathrm{f}_{i \ell}\left(w_{i}\right) \leq-a_{i} y_{i}-b_{i}<-\mathrm{f}_{i \ell}\left(S\left(w_{i}\right)\right)\right. \\
& \wedge\left(x_{\ell}<w_{i} \vee\left(x_{\ell}=S\left(w_{i}\right) \wedge \mathrm{f}_{i \ell}\left(S\left(w_{i}\right)\right)+\sum_{\substack{j=1 \\
j \neq \ell}}^{k} \mathrm{f}_{i j}\left(x_{j}\right)>a_{i} y_{i}+b_{i}\right)\right. \\
& \left.\left.\vee\left(x_{\ell}=w_{i} \wedge \mathrm{f}_{i \ell}\left(w_{i}\right)+\sum_{\substack{j=1 \\
j \neq \ell}}^{k} \mathrm{f}_{i j}\left(x_{j}\right)>a_{i} y_{i}+b_{i}\right)\right)\right) .
\end{aligned}
$$

Therefore $\exists \bar{x} \in R\left(\mu_{k}\left(x_{\ell}, \bar{x}^{\ell}\right) \wedge \psi(\bar{x}, \bar{y}, \bar{z})\right)$ is equivalent to

$$
\begin{aligned}
\exists w_{1}, \ldots, w_{n} \in R( & \bigwedge_{i \in I_{\ell 1}}\left(a_{i} y_{i}+b_{i}<m_{\ell i} \vee\left(\mathrm{f}_{i j}\left(w_{i}\right) \leq a_{i} y_{i}+b_{i}<\mathrm{f}_{i j}\left(S\left(w_{i}\right)\right)\right)\right) \\
& \wedge \bigwedge_{i \in I_{\ell 2}}-\mathrm{f}_{i j}\left(w_{i}\right) \leq-a_{i} y_{i}-b_{i}<-\mathrm{f}_{i j}\left(S\left(w_{i}\right)\right) \\
& \wedge \forall \bar{x} \in R\left(\bigwedge_{i \in I_{\ell 1}} S\left(w_{i}\right)<x_{\ell} \wedge \bigwedge_{i \in I_{\ell 2}} x_{\ell}<w_{i} \rightarrow \neg \varphi_{0}^{R}(\bar{x}, \bar{z})\right) \\
& \wedge \bigvee_{\substack{i \in I_{\ell 1} \cup I_{\ell 2} \\
\epsilon \in\{0,1\}}}^{\left.\bigvee \exists \bar{x}^{\ell} \in R \psi\left(x_{1}, \ldots, x_{\ell-1}, S^{\epsilon}\left(w_{i}\right), x_{\ell+1}, \ldots, x_{k}, \bar{y}, \bar{z}\right)\right) .} \text {. }
\end{aligned}
$$

Notice that

$$
\forall \bar{x}\left(\bigwedge_{i \in I_{\ell 1}} S\left(w_{i}\right)<x_{\ell} \wedge \bigwedge_{i \in I_{\ell 2}} x_{\ell}<w_{i} \rightarrow \neg \varphi_{0}(\bar{x}, \bar{z})\right)
$$

is an $\mathcal{L}_{0}$-formula. Therefore, what remains to be shown is that for all $(i, \epsilon) \in I_{\ell 1} \cup$ $I_{\ell 2} \times\{0,1\}$, the formula

$$
\neg \exists \bar{x}^{\ell} \in R \psi\left(x_{1}, \ldots, x_{\ell-1}, S^{\epsilon}\left(w_{i}\right), x_{\ell+1}, \ldots, x_{k}, \bar{y}, \bar{z}\right)
$$

is equivalent to a disjunction of existential simple formulas.
Consider the formula $\psi^{\prime}\left(\bar{x}^{\ell}, \bar{y}, z_{0}, \bar{z}\right)$ defined by

$$
\bigwedge_{\substack{i=1 \\ j}}^{n} \sum_{\substack{j=1 \\ j \neq \ell}}^{k} \mathrm{f}_{i j}\left(x_{j}\right)>y_{i} \wedge \varphi_{0}\left(x_{1}, \ldots, x_{\ell-1}, z_{0}, x_{\ell+1}, \ldots, x_{k}, \bar{z}\right)
$$

Notice that $\psi\left(x_{1}, \ldots, x_{\ell-1}, S^{\epsilon}\left(w_{i}\right), x_{\ell+1}, \ldots, x_{k}, \bar{y}, \bar{z}\right)$ is equivalent to

$$
\psi^{\prime}\left(\bar{x}^{\ell}, t_{i}\left(y_{i}, S^{\epsilon}\left(w_{i}\right)\right), \ldots, t_{n}\left(y_{n}, S^{\epsilon}\left(w_{n}\right)\right), S^{\epsilon}\left(w_{i}\right), \bar{z}\right)
$$

where for all $i \in[n], t_{i}\left(y_{i}, S^{\epsilon}\left(w_{i}\right)\right)=a_{i} y_{i}+b_{i}-\mathrm{f}_{i \ell}\left(S^{\epsilon}\left(w_{i}\right)\right)$.
By the induction hypothesis, there exists simple formulas $\psi_{i}^{\prime}\left(\bar{u}, \bar{y}, z_{0}, \bar{z}\right), i \in[m]$, such that

$$
T_{R,<} \mid=\forall \bar{y} \forall z_{0}, \bar{z} \in R\left(\neg\left(\exists \bar{x}^{\ell} \in R \psi^{\prime}\left(\bar{x}^{\ell}, \bar{y}, z_{0}, \bar{z}\right)\right) \leftrightarrow \bigvee_{i=1}^{m} \exists \bar{u} \in R \psi_{i}^{\prime}\left(\bar{u}, \bar{y}, z_{0}, \bar{z}\right)\right)
$$

Thus for all $(i, \epsilon) \in I_{\ell 1} \cup I_{\ell 2} \times\{0,1\}$, the formula

$$
\neg \exists \bar{x}^{\ell} \in R \psi\left(x_{1}, \ldots, x_{\ell-1}, S^{\epsilon}\left(w_{i}\right), x_{\ell+1}, \ldots, x_{k}, \bar{y}, \bar{z}\right)
$$

is equivalent to a disjunction of existential simple formulas. This concludes the proof.

As a corollary of the previous theorem, we get that negations of Im predicates are equivalent to a disjunction of Im predicates.

Corollary 5.4.4. Let $[Q] \in \mathbf{Z}^{n \times m}$ and $\varphi(\bar{x})$ be an $\mathcal{L}_{0}$-formula, $|\bar{x}|=n$. Then there exist $\left[Q_{1}\right], \ldots,\left[Q_{\ell}\right] \in \mathbf{Z}^{n^{\prime} \times m}$ and $\mathcal{L}_{0}$-formulas $\varphi_{1}(\bar{z}), \ldots, \varphi_{\ell}(\bar{z})$ and terms $t_{1}\left(y_{1}\right), \ldots, t_{m}\left(y_{m}\right)$ such that

$$
T_{R,<} \models \forall \bar{y} \in R\left(\neg \operatorname{Im}_{[Q], \varphi}(\bar{y}) \leftrightarrow \bigvee_{i=1}^{\ell} \operatorname{Im}_{\left[Q_{i}\right], \varphi_{i}}\left(t_{1}\left(y_{1}\right), \ldots, t_{m}\left(y_{m}\right)\right)\right) .
$$

Proof. This follows from Theorem 5•4•3 by noticing that Im predicates are defined by existential simple formulas and that an existential simple formula with $|\bar{z}|=0$ defines an Im predicate of the shape

$$
\operatorname{Im}_{\left[Q_{i}\right], \varphi_{i}}\left(t_{1}\left(y_{1}\right), \ldots, t_{m}\left(y_{m}\right)\right) .
$$

We end this section by the observation that a conjunction of $\operatorname{Im}$ predicates is an Im predicate.

Lemma 5.4.5. For all $\left[Q_{1}\right] \in \mathbf{Z}^{n_{1} \times m_{1}}, \ldots,\left[Q_{\ell}\right] \in \mathbf{Z}^{n_{\ell} \times m_{\ell}}$ and $\mathcal{L}_{0}$-formulas $\varphi_{01}, \ldots, \varphi_{0 \ell}$, there exists $[Q] \in \mathbf{Z}^{\left(n_{1} \cdots n_{\ell}\right) \times\left(m_{1} \cdots m_{\ell}\right)}$ and $\varphi_{0}$ an $\mathcal{L}_{0}$-formula such that

$$
T_{R,<} \models \forall \bar{y}_{1}, \ldots, \bar{y}_{\ell}\left(\bigwedge_{i \in[\ell]} \operatorname{Im}_{[\ell]}, \varphi_{0 i}\left(\bar{y}_{i}\right) \leftrightarrow \operatorname{Im}_{[Q], \varphi_{0}}\left(\bar{y}_{1}, \ldots, \bar{y}_{\ell}\right)\right) .
$$

Proof. This is similar to the proof of Lemma 4.4.4 we take $[Q]=[Q]_{1} \oplus \cdots \oplus[Q]_{\ell}$ and $\varphi_{0}$ the disjunction of the $\varphi_{0 i}$ after renaming variables when necessary.

### 5.5 Quantifier elimination for $T_{R,<}$

Before we prove our quantifier elimination result, we need a lemma on terms in $\mathcal{L}$. This lemma will allow us to keep track of the shape of terms in $\mathcal{L}$ using Im predicates. More precisely, we shall use the fact that for a term $t(x, \bar{y})$, the formula $\neg(S(t(x, \bar{y}))=t(x, \bar{y}))$ is equivalent to $\exists z \in R((z>t(x, \bar{y})-1) \wedge(-z>-t(x, \bar{y})-1))$, which defines an $\operatorname{Im}$ predicate, and likewise $S(t(x, \bar{y}))=t(x, \bar{y})$ is equivalent to $r_{0}>t(x, \bar{y}) \vee \exists z \in R((S(z)>t(x, \bar{y})) \wedge(-z>-t(x, \bar{y})))$, which defines a disjunction of $\operatorname{Im}$ predicates.

Proposition 5.5.1. Let $t(x, \bar{y})$ be a term, $\overline{\mathrm{f}}$ a $n$-tuple and $m \in \mathbf{N}$. Then there exist operators $\bar{f}_{1}, \ldots, \bar{f}_{k}, \psi_{1}\left(\bar{w}, y, \bar{y}, \bar{z}_{1}\right), \ldots, \psi_{k}\left(\bar{w}, y, \bar{y}, \bar{z}_{k}\right)$ existential simple formulas, $\bar{n}^{\prime} \in \mathbf{Z}^{k}$ and $t_{1}^{\prime}(\bar{y}), \ldots, t_{k}^{\prime}(\bar{y})$ such that for all $\mathscr{M} \models T_{R,<,} \mathscr{A} \subset \mathscr{M}$ and $b \in M$, if there exist $\bar{b} \in R(M)^{n}$ and $a \in A$ such that $m b=f_{1}\left(b_{1}\right)+\cdots+f_{n}\left(b_{n}\right)+a$, then for all $\bar{a} \in A^{|\bar{y}|}$, there exist $a$ unique $i \in[k]$ and $\bar{d} \in R(M)^{\left|{ }^{\mid}\right|} \mid$such that

1. $\mathscr{M} \models \psi_{i}(\bar{b}, a, \bar{a}, \bar{d})$;
2. $t(b, \bar{a})=\mathrm{f}_{i 1}\left(d_{1}\right)+\cdots+\mathrm{f}_{i \ell}\left(d_{\ell}\right)+n_{i}^{\prime} b+t_{i}^{\prime}(\bar{a})$.

Proof. The proof is by induction on the number $\ell$ of occurrences of $S$ and $S^{-1}$ in $t(x, \bar{y})$. If $\ell=0$, then $t(x, \bar{y})$ is an $\mathcal{L}_{g}$-term and is of the form $n^{\prime} x+t^{\prime}(\bar{y})$, where $t^{\prime}(\bar{y})$ is an $\mathcal{L}_{g}$-term. Now if $\ell>0$, then there are terms $t_{0}(x, \bar{y}), \ldots, t_{k^{\prime}}(x, \bar{y})$ with $<\ell$ occurrences of the symbols $S$ and $S^{-1}$ and $\epsilon_{1}, \ldots, \epsilon_{k^{\prime}} \in\{-1,1\}$ such that

$$
t(x, \bar{y})=t_{0}(x, \bar{y})+\sum_{i=1}^{k^{\prime}} S^{\epsilon_{i}}\left(t_{i}(x, \bar{y})\right)
$$

As a result, in order to finish the proof, we only need to consider the case where $t(x, \bar{y})=S^{\epsilon}\left(t_{1}(x, \bar{y})\right)$, where $\epsilon \in\{-1,1\}$ and $t_{1}(x, \bar{y})$ is a term with $\ell-1$ occurrences of the symbols $S$ and $S^{-1}$. We treat the case $\epsilon=1$, the other being similar. Now two things can happen: either $S\left(t_{1}(x, \bar{y})\right) \neq t_{1}(x, \bar{y})$ or not. The first case happens if and only if

$$
\exists z \in R\left(z>t_{1}(x, \bar{y})-1 \wedge-z>-t_{1}(x, \bar{y})-1\right)
$$

and the other if and only if

$$
r_{0}>t_{1}(x, \bar{y}) \vee\left(\exists z \in R\left(S(z)>t_{1}(x, \bar{y}) \wedge-z>-t_{1}(x, \bar{y})\right)\right) .
$$

By the induction hypothesis, there are $\bar{f}_{1}, \ldots, \bar{f}_{k}$ and $\psi_{1}\left(\bar{w}, y, \bar{y}, \bar{z}_{1}\right), \ldots, \psi_{k}\left(\bar{w}, y, \bar{y}, \bar{z}_{k}\right)$ existential simple formulas, $\bar{n}^{\prime} \in \mathbf{Z}^{k}$ and $t_{1}^{\prime}(\bar{y}), \ldots, t_{k}^{\prime}(\bar{y})$ such that for all $\mathscr{M} \models T_{R,<}$, $\mathscr{A} \subset \mathscr{M}$ and $b \in M$, if there exist $\bar{b} \in R(M)^{n}$ and $a \in A$ such that $m b=\mathrm{f}_{1}\left(b_{1}\right)+\cdots+$ $\mathrm{f}_{n}\left(b_{n}\right)+a$, then for all $\bar{a} \in A^{|\bar{y}|}$, there exists a unique $i \in[k]$ and $\bar{d} \in R(M)^{\left|\bar{f}_{i}\right|}$ such that

1. $\mathscr{M} \models \psi_{i}(\bar{b}, a, \bar{a}, \bar{d})$;
2. $t_{1}(b, \bar{a})=\mathrm{f}_{i 1}\left(d_{1}\right)+\cdots+\mathrm{f}_{i \ell}\left(d_{\ell}\right)+n_{i}^{\prime} b+t_{i}^{\prime}(\bar{a})$.

Let $\chi_{1 i}(\bar{w}, y, \bar{y}, z, \bar{z})$ be the formula

$$
\begin{aligned}
m z> & \sum_{j=1}^{\left|\overline{\mathrm{f}}_{i}\right|} m \mathrm{f}_{i j}\left(z_{j}\right)+n_{i}^{\prime}\left(\sum_{j=1}^{n} \mathrm{f}_{j}\left(w_{j}\right)+y\right)+m t_{i}^{\prime}(\bar{y})-m \\
& \wedge-m z>-\left(m \sum_{j=1}^{\left|\overline{\mathrm{f}}_{i}\right|} \mathrm{f}_{i j}\left(z_{j}\right)+n_{i}^{\prime}\left(\sum_{j=1}^{n} \mathrm{f}_{j}\left(w_{j}\right)+y\right)+m t_{i}^{\prime}(\bar{y})\right)-m
\end{aligned}
$$

$\chi_{2 i}(\bar{w}, y, \bar{y}, z, \bar{z})$ be the formula

$$
m r_{0}>m \sum_{j=1}^{\left|\overline{\mathrm{f}}_{i}\right|} \mathrm{f}_{i j}\left(z_{j}\right)+n_{i}^{\prime}\left(\sum_{j=1}^{n} \mathrm{f}_{j}\left(w_{j}\right)+y\right)+m t_{i}^{\prime}(\bar{y})
$$

and $\chi_{3 i}(\bar{w}, y, \bar{y}, z, \bar{z})$ be the formula

$$
\begin{aligned}
m S(z)> & m \sum_{j=1}^{\left|\overline{\mathrm{f}}_{i}\right|} \mathrm{f}_{i j}\left(z_{j}\right)+n_{i}^{\prime}\left(\sum_{j=1}^{n} \mathrm{f}_{j}\left(w_{j}\right)+y\right)+m t_{i}^{\prime}(\bar{y}) \\
& \wedge-m z>-\left(m \sum_{j=1}^{\left|\overline{\mathrm{f}}_{i}\right|} \mathrm{f}_{i j}\left(z_{j}\right)+n_{i}^{\prime}\left(\sum_{j=1}^{n} \mathrm{f}_{j}\left(w_{j}\right)+y\right)+m t_{i}^{\prime}(\bar{y})\right)
\end{aligned}
$$

Now set $\tau_{j i}(\bar{w}, y, \bar{y}, z)$ to be the formula $\exists z \in R\left(\chi_{j i}(\bar{w}, y, \bar{y}, z, \bar{z}) \wedge \varphi_{i}(\bar{w}, y, \bar{y}, \bar{z})\right)$, for $(j, i) \in[3] \times[k]$. Now one checks that the formulas $\tau_{j i},(j, i) \in[3] \times[k], n^{\prime}$ and $t^{\prime}(\bar{y})$ satisfy the proposition's statement for $S\left(t_{1}(x, \bar{y})\right)$.

In the following lemma, we show that we can eliminate the quantifier $\exists \bar{x} \in R$.
Lemma 5.5.2. Let $\varphi(\bar{x}, \bar{y})$ be a formula of the form

$$
\bigwedge_{i \in I_{1}} t_{i}(\bar{x}, \bar{y})>0 \wedge \bigwedge_{i \in I_{2}} D_{m_{i}}\left(t_{i}(\bar{x}, \bar{y})\right) \wedge \operatorname{Im}_{[Q], \varphi_{0}}\left(t_{1}(\bar{x}, \bar{y}), \ldots, t_{n}(\bar{x}, \bar{y})\right) \wedge \psi(\bar{x}, \bar{y})
$$

where $\psi(\bar{x}, \bar{y})$ is an existential simple formula and for all $i \in I_{1} \cup I_{2} \cup[n], t_{i}(x, \bar{y})$ is a term of the form $\mathrm{f}_{i 1}\left(x_{1}\right)+\cdots+\mathrm{f}_{i \ell}\left(x_{\ell}\right)+t_{i}^{\prime}(\bar{y}), \ell=|\bar{x}|, \overline{\mathrm{f}}_{i}$ a $n$-tuple of operators and $t_{i}^{\prime}(\bar{y})$ is a term, $k=|\bar{y}|,[Q] \in \mathbf{Z}^{k \times m}, \varphi_{0}(\bar{z})$ is an $\mathcal{L}_{0}$-formula with $m=|\bar{z}|$ and $\bar{m} \in\left(\mathbf{N}^{>1}\right)^{\left|I_{2}\right|}$. Then for all $\mathscr{M}, \mathscr{N} \mid=T_{R,<,} \mathscr{A}$ a common substructure and $\bar{a} \in A^{m}$, if $\mathscr{M} \mid=\exists \bar{x} \in R \varphi(\bar{x}, \bar{a})$ then $\mathscr{N} \vDash \exists \bar{x} \in \operatorname{R} \varphi(\bar{x}, \bar{a})$.

Proof. The idea is to show that $\exists \bar{x} \in R \varphi(\bar{x}, \bar{y})$ defines a conjunction of an $\operatorname{Im}$ predicate and a conjunction of divisibility conditions on terms with variables among $\bar{y}$. The only difficulty is the treatment of the conditions $D_{m_{i}}\left(t_{i}(\bar{x}, \bar{y})\right)$. But our assumption on the terms allow us to say that $D_{m_{i}}\left(t_{i}(\bar{x}, \bar{y})\right)$ is equivalent to a disjunction of conjunctions of formulas of the form $D_{m^{\prime}}\left(S^{k}\left(x_{i}\right)+k^{\prime}\right)$ and $D_{m^{\prime}}\left(t_{i}(\bar{y})+k^{\prime}\right)$. This is enough to conclude since $D_{m^{\prime}}\left(S^{k}\left(x_{i}\right)+k^{\prime}\right)$ is $\left(D_{m^{\prime}, k^{\prime}}\left(S^{k}\left(x_{i}\right)\right)\right)^{R}$.

Theorem 5.5.3. Let $R$ be a sparse set. Then $T_{R,<}$ has quantifier elimination.
Proof. We apply the usual quantifier elimination criteria [33, Corollary 3.1.6]: we shall show that for all $\mathscr{M}, \mathscr{N} \models T_{R,<}$, all common substructure $\mathscr{A}$, all quantifier-free formula $\varphi(x, \bar{y})$ and all $\bar{a} \in A^{|\bar{y}|}$, if there exists $b \in M$ such that $\mathscr{M} \models \varphi(b, \bar{a})$, then there exists $b^{\prime} \in N$ such that $\mathscr{N} \equiv \varphi\left(b^{\prime}, \bar{a}\right)$.

Let $\mathscr{M}, \mathscr{N} \equiv T_{R,<}$ and $\mathscr{A}$ a common substructure. Let $\varphi(x, \bar{y})$ be a quantifier-free formula, $\bar{a} \in A^{|\bar{y}|}$ and $b \in M$ such that $\mathscr{M} \models \varphi(b, \bar{a})$. Using Corollary 5.4 and Lemma 5.4.5, the fact that $x=y$ is equivalent to $(x<y+1) \wedge(y<x+1)$ and the fact that a negation of congruence relation is equivalent to a disjunction of such, we may assume that $\varphi(x, \bar{y})$ is of the form

$$
\bigwedge_{i \in I_{1}} t_{i}(x, \bar{y})>0 \wedge \bigwedge_{i \in I_{2}} D_{m_{i}}\left(t_{i}(x, \bar{y})\right) \wedge \operatorname{Im}_{[Q], \varphi_{0}}\left(t_{1}(x, \bar{y}), \ldots, t_{n}(x, \bar{y})\right),
$$

where for all $i \in I_{1} \cup I_{2} \cup[n] t_{i}(x, \bar{y})$ is a term, $n=|\bar{y}|,[Q] \in Z^{n \times m}, \varphi_{0}(\bar{z})$ is an $\mathcal{L}_{0}$-formula with $m=|\bar{z}|$ and $\bar{m} \in\left(\mathbf{N}^{>1}\right)^{\left|I_{2}\right|}$. We now distinguish two cases: $b \in$ $\operatorname{div}\langle R(M), A\rangle$ or not.

Assume first that $b \in \operatorname{div}\langle R(M), A\rangle$. In that case there exists $m \in \mathbf{Z}$, a $n$-tuple $\bar{f}$ of operators, $\bar{b} \in R^{n}$ and $a \in A$ such that $m b=\mathrm{f}_{1}\left(b_{1}\right)+\cdots+\mathrm{f}_{n}\left(b_{n}\right)+a$. Therefore, we may apply Proposition 5•5.1 to all terms involved in $\varphi$ : for $i \in I_{1} \cup I_{2} \cup[n]$, let $\psi_{i}\left(\bar{w}, y, \bar{y}, \bar{z}_{i}\right), \bar{f}_{i}, t_{i}(\bar{y}), n_{i} \in \mathbf{N}$ and $\bar{d}_{i} \in R^{\left|\bar{f}_{i}\right|}$ such that $\mathscr{M} \models \psi_{i}\left(\bar{b}, a, \bar{a}, \bar{d}_{i}\right)$ and $m t(b, \bar{a})=$ $m f_{i 1}\left(d_{1}\right)+\cdots+m f_{i \ell}\left(d_{\ell}\right)+\mathrm{f}_{1}\left(b_{1}\right)+\cdots+\mathrm{f}_{n}\left(b_{n}\right)+a+m t_{i}(\bar{a})$. Let $t_{i}\left(\bar{w}, \bar{z}_{i}, y, \bar{y}\right)$ be the term

$$
m f_{i 1}\left(z_{i 1}\right)+\cdots+m f_{i \ell}\left(z_{i \ell}\right)+\mathrm{f}_{1}\left(w_{1}\right)+\cdots+\mathrm{f}_{n}\left(w_{n}\right)+y+m t_{i}(\bar{y})
$$

Let $\psi(\bar{w}, y, \bar{y}, \bar{z})$ be

$$
\bigwedge_{i \in I_{1} \cup I_{2} \cup[n]} \psi_{i}\left(\bar{w}, y, \bar{y}, \bar{z}_{i}\right)
$$

Thus instead of $\varphi(x, \bar{y})$, me way consider the formula $\tilde{\varphi}(\bar{w}, \bar{z}, y, \bar{y})$

$$
\begin{aligned}
\bigwedge_{i \in I_{1}} t_{i}\left(\bar{w}, \bar{z}_{i}, y, \bar{y}\right)>0 & \wedge \\
& \bigwedge_{i \in I_{2}} D_{m m_{i}}\left(t_{i}\left(\bar{w}, \bar{z}_{i}, y, \bar{y}\right)\right) \\
& \wedge \operatorname{Im}_{m[Q], \varphi_{0}}\left(t_{1}\left(\bar{w}, \bar{z}_{i}, y, \bar{y}\right), \ldots, t_{n}\left(\bar{w}, \bar{z}_{i}, y, \bar{y}\right)\right) \wedge \psi(\bar{w}, y, \bar{y}, \bar{z})
\end{aligned}
$$

But by Lemma 5•5.2, we have $\mathscr{N} \vDash \exists \bar{w}, \bar{z} \in R \tilde{\varphi}(\bar{w}, \bar{z}, a, \bar{a})$. But then, if $\bar{b}^{\prime} \in R^{n}$ and $\bar{d}^{\prime} \in R^{|\bar{z}|}$ witness this fact, we get, by Proposition 5•5.1 that $b^{\prime}=\mathrm{f}_{1}\left(b_{1}^{\prime}\right)+\cdots+\mathrm{f}_{n}\left(b_{n}^{\prime}\right)+a$ satisfies $\varphi(x, \bar{a})$ in $\mathscr{N}$.

Let us now assume that $b \notin \operatorname{div}\langle R(M), A\rangle$. Then, given $n \in \mathbf{Z}$ and $a \in A$, we have $S(n b+a)=n b+a$, unless $n=0$ and $a \in R(M)$. Indeed, if $S(n b+a) \neq n b+a$, then there exists $d \in R(M)$ such that $n b=d-a$, hence $n=0$. As a result, for all term $t(x, \bar{y})$ and $\bar{a} \in A^{|\bar{y}|}$, there exists $n \in \mathbf{Z}$ and $a \in A$ such that $t(b, \bar{a})=n b+a$, and we can keep track of this information as in the first case. Therefore, we may assume that $\varphi(b, \bar{a})$ is of the form

$$
\bigwedge_{i \in I_{1}} n_{i} b+a_{i}^{\prime}>0 \wedge \bigwedge_{i \in I_{2}} D_{m_{i}}\left(n_{i} b+k_{i}\right) \wedge \operatorname{Im}_{[Q], \varphi_{0}}\left(\ell_{1} b+a_{1}^{\prime}, \ldots, \ell_{n} b+a_{n}^{\prime}\right)
$$

We may also assume that $\left|I_{2}\right|=1$ and up to multiplying each inequalities that appear in $\varphi$ and the $\operatorname{Im}$ predicates, me may further assume that $\varphi$ is of the form

$$
\bigwedge_{i \in I_{1}} \ell b+a_{i}^{\prime}>0 \wedge \bigwedge_{i \in I_{1}^{\prime}} \ell b+a_{i}^{\prime}<0 \wedge D_{m}(\ell b+k) \wedge \operatorname{Im}_{[\ell], \varphi_{0}}\left(\epsilon_{1} \ell b+a_{1}^{\prime}, \ldots, \epsilon_{n} \ell b+a_{n}^{\prime}\right),
$$

where $\epsilon_{i} \in\{-1,1\}$ for all $i \in[n]$.
Let $\bar{b} \in R^{\left|\bar{Q}_{1}\right|}$ be a witness of $\operatorname{Im}_{[Q], \varphi_{0}}\left(\epsilon_{1} \ell b+a_{1}^{\prime}, \ldots, \epsilon_{n} \ell b+a_{n}^{\prime}\right)$, that is

$$
\bigwedge_{j=1}^{n} \sum_{i=1}^{\left|\bar{Q}_{1}\right|} \mathrm{f}_{\mathrm{Q}_{i j}}\left(b_{i}\right)>\epsilon_{j} \ell b+a_{j}^{\prime} \wedge \varphi_{0}(\bar{b}) .
$$

Let $g_{1}$ be the maximum of the set

$$
\left\{-a_{i}^{\prime} \mid i \in I_{1}\right\} \cup\left\{a_{j}-\sum_{i=1}^{\left|\bar{Q}_{1}\right|} \mathrm{f}_{\mathrm{Q}_{i j}}\left(b_{i}\right) \mid j \in[n], \epsilon_{j}=-1\right\}
$$

and $g_{2}$ be the minimum of the set

$$
\left\{-a_{i}^{\prime} \mid i \in I_{2}\right\} \cup\left\{\sum_{i=1}^{\left|\bar{Q}_{1}\right|} \mathrm{f}_{\mathrm{Q}_{i j}}\left(b_{i}\right)-a_{j} \mid j \in[n], \epsilon_{j}=1\right\} .
$$

Since we assumed that $b \notin \operatorname{div}\langle R(M), A\rangle$ we have that for all $s \in \mathbf{N}, g_{1}+s<g_{2}-s$. All this can be captured by a conjunction of inequalities $\tau_{s}\left(\bar{x}, \bar{a}^{\prime}\right)$ so that for all $s \in \mathbf{N}$, $g_{1}+s<g_{2}-s$ if and only if $\tau_{s}(\bar{b}, \bar{a})$. Now we consider the formula

$$
\exists \bar{x} \in R\left(\tau_{s}(\bar{x}, \bar{y}) \wedge \varphi_{0}(\bar{b})\right) .
$$

This formula defines an $\operatorname{Im}$ predicate $\operatorname{Im}_{\left[Q^{\prime}\right], \varphi_{0}, s}(\bar{y})$ and we have $\mathscr{M} \models \operatorname{Im}_{\left[Q^{\prime}\right], \varphi_{0}, s}(\bar{a})$. Therefore, we have that for all $s \in \mathbf{N}, \mathscr{N} \vDash \operatorname{Im}_{\left[Q^{\prime}\right], \varphi_{0}, s}(\bar{a})$. Using a witness of $\operatorname{Im}_{\left[Q^{\prime}\right], \varphi_{0}, s}(\bar{a})$ in $N$, we have that $g_{1}+s<g_{2}-s$, where $g_{1}$ and $g_{2}$ are defined as above, but working in $\mathscr{N}$. Thus, by taking $s \in \mathbf{N}$ large enough, we can find $b^{\prime} \in N$ such that $\left.\ell b^{\prime} \in\right] g_{1}, g_{2}\left[\right.$ and $D_{m}\left(\ell b^{\prime}+k\right)$. Hence, we have $\mathscr{N} \vDash \varphi\left(b^{\prime}, \bar{a}\right)$.

Corollary 5.5.4. Let $R$ be a sparse set. Then $T_{R,<}$ is complete.
Proof. This is a consequence that, by Theorem 5.5.3 $\mathscr{Z}_{R, \mathcal{L}_{<}}$is a prime model of $T_{R,<}$.

### 5.6 Dependency of $T_{R,<}$

We show in this section that for a sparse set $R$, the theory $T_{R,<}$ is dependent. (Recall that $\mathscr{R}$ is the natural $\mathcal{L}_{0}$-structure on $R$ defined after Example 1.2.8.) The strategy is to apply Theorem 5.5 .3 and Lemma 1.2 .2 to reduce the work to atomic formulas. The first step towards the proof of the dependency of $T_{R,<}$ is to show a separation of variables in terms $t(x, \bar{y})$, see Lemmas 5.6.2 and 5.6.3 This allows us to further reduce the dependency of $T_{R,<}$ to formulas of the form $\operatorname{Im}_{[Q], \varphi_{0}}\left(x_{1}+y_{1}, \ldots, x_{n}+y_{n}\right)$. Then using preliminary material from Sections 1.2 and 2.1. we show in Corollary 5.6.6, that these formulas are dependent.

We now begin the proofs of Lemmas 5.6.2 and 5.6.3 that deal with a separation of variables in $\mathcal{L}_{<}$-terms.

We will use Hahn's representation theorem for ordered abelian groups [24, Section 4.5]. This theorem states that an ordered abelian group embeds in the group $\mathbf{R}^{X}$ for some set $X$, generalizing Hölder's theorem that an archimedean abelian group embeds in R. Let us briefly recall how Hahn's representation theorem works. Let $G$ be an abelian totally ordered group and let $\bar{G}$ be its divisible closure. Given an element $g \in G \backslash\{0\}$ there is a unique convex subgroup $V$ maximal for the property of not containing $g$; it is called a value for $g$. There is also a smallest convex subgroup $V^{+}$containing $g$ and the quotient $V^{+} / V$ is an archimedean ordered group (which by Hölder's theorem, embeds in $(\mathbf{R},+,<, 0))$. The set of all values in $G$ forms a chain denoted by $\Gamma(G)$; we set $\Gamma(G)=\left\{V_{\gamma} \mid \gamma \in \Gamma\right\}$ and for $V=V_{\gamma}$, we denote $V^{+}$by $V^{\gamma}$. Note that $\Gamma(\bar{G})=\Gamma(G)$. Denote by $R_{\gamma}=V^{\gamma} / V_{\gamma}$ and let $\bar{R}_{\gamma}$ be the Q-vector-subspace generated by $R_{\gamma}$ in $\mathbf{R}$. One can decompose $\bar{G}$ as a direct sum $\bar{G}=\bar{V}^{\gamma} \oplus D_{\gamma}$, where $\bar{V}^{\gamma}$ is the divisible closure of $V^{\gamma}$ in $\bar{G}$ and $D_{\gamma}$ is some direct summand. Denote by $\pi_{\gamma}$ the projection of $\bar{G}$ to $\bar{V}^{\gamma}$ and let $\rho_{\gamma}: \bar{V}^{\gamma} \rightarrow \bar{R}_{\gamma}$. Then one sends $g$ to the function $\hat{g}: \Gamma(G) \rightarrow \mathbf{R}: \gamma \mapsto \rho_{\gamma} \pi_{\gamma}(g)=\hat{g}(\gamma)$. One verifies that $\operatorname{supp}(g)=\{\gamma \in \Gamma(G) \mid \hat{g}(\gamma) \neq 0\}$ is an anti-well ordered subset of $\Gamma(G)$. Denote by $V\left(\Gamma(G), \bar{R}_{\gamma}\right)$ the lexicographically ordered group of functions $f$ from $\Gamma(G)$ to $\mathbf{R}$ with anti-well-ordered support, such that $f(\gamma) \in \bar{R}_{\gamma}$, for any $\gamma \in \Gamma(G)$. Then $G$ embeds in $V\left(\Gamma(G), \bar{R}_{\gamma}\right)$ by the map $g \mapsto \hat{g}$ [24, Theorem $4 C$ ]. Define a map $v: G \rightarrow \Gamma(G)$ which sends $g \in G \backslash\{0\}$ to $\max (\operatorname{supp}(\hat{g}))$. This is a valuation map on $G$ as defined in 23, Chapter 4, section 4] except that there one takes the opposite order on $\Gamma(G)$. It is constant on an archimedean class, namely if satisfies the following: for all $g, h \in G^{>0}$, $v(g)=v(h)$ if and only if $g \leq n h \leq m g$ for some $n, m \in \mathbf{N}^{>0}$ (in other words, $g$ and $h$ are in the same archimedean class).

Let us introduce a special function, definable in $T_{R,<}$, that has been used in [41].

This function which we call $\lambda$ is defined as follows.

$$
\lambda(x)= \begin{cases}0 & \text { if } x<r_{0} \\ y & \text { if } r_{0} \leq x, y \in R \text { and } y \leq x<S(y)\end{cases}
$$

By (Ax.5), this function is well defined. Also $\lambda$ is a definable function: $\lambda(x)=y$ if and only if $\left(y \geq r_{0} \wedge \operatorname{Im}_{(-1, x)}(-y-1, y)\right) \vee\left(x<r_{0} \wedge y=0\right)$.
Remark 5.6.1. Let $M \models T_{<, R}$. We observe that if the sequence $\left(r_{n+1} / r_{n}\right)$ is unbounded, then $r_{n+1} / r_{n} \rightarrow \infty$. Indeed, if $\left(r_{n+1} / r_{n}\right)$ is unbounded, then for all $m \in \mathbf{N}^{>0}$, for all but finitely many elements $x$ of $R$, by (Ax.8), we have $m x<S(x)$. So we get that either there exists $n \in \mathbf{N}^{>0}$ such that for all positive $y$ but finitely many $\lambda(y) \leq y \leq n \lambda(y)$ or for all $m \in \mathbf{N}^{>0}$ for all but finitely many $y, m \lambda(y) \leq S(\lambda(y))$. In other words for elements $y$ bigger than $\mathbf{Z}$, either $y$ and $\lambda(y)$ are in the same archimedean class or never.

We now show how to evaluate $\lambda(x \pm y)$ for $x, y>0$ along an indiscernible sequence. This will later on be useful to understand terms of the form $S(t(x, \bar{y}))$.

Lemma 5.6.2. Let $\mathscr{M} \models T_{<, R}, d \in M$ and $\left(c_{i} \mid i \in \omega_{1}\right)$ be a non-constant indiscernible sequence in $M$ such that $d>0$ and $c_{i}>0$ for all $i \in \omega_{1}$. Then there exist $i_{0} \in \omega_{1}, \ell \in \mathbf{Z}$ such that one of the following holds for all $i \geq i_{0}$ :
$-\lambda\left(c_{i} \pm d\right)=S^{\ell}\left(\lambda\left(c_{i}\right)\right) ;$
$-\lambda\left(d \pm c_{i}\right)=S^{\ell}(\lambda(d)) ;$
$-\lambda\left(\left|d-c_{i}\right|\right)=S^{\ell}\left(\lambda\left(\left|d-c_{i_{0}}\right|\right)\right)$;
$-\lambda\left(\left|d-c_{i}\right|\right)=S^{\ell}\left(\lambda\left(\left|c_{i+1}-c_{i}\right|\right)\right)$;
$-\lambda\left(\left|d-c_{i+1}\right|\right)=S^{\ell}\left(\lambda\left(\left|c_{i+1}-c_{i}\right|\right)\right)$.
Proof. The proof has two main ingredients. The first one is that in a model of a dependent theory, an indiscernible sequence indexed by $\omega_{1}$ remains eventually indiscernible over a parameter (see [50, Claim in the proof of Proposition 2.11]). The second one is the following consequence Lemma 5.2.3 given $n, m \in \mathbf{N}^{>0}$, there exists $\ell, \ell^{\prime} \in \mathbf{Z}$ such that whenever $x \leq n y \leq m x, \lambda(y) \in\left\{S^{k}(\lambda(x)) \mid k \in\left[\ell, \ell^{\prime}\right]\right\}$.

Let $\left(c_{i} \mid i \in \omega_{1}\right)$ be a non-constant indiscernible sequence. We will apply the first ingredient to certain sequences of the form $\left(t\left(c_{i}\right) \mid i \in \omega_{1}\right)$, where $t(x)$ is a $\mathcal{L}_{<, R}$-terms, and to the dependent theory $\operatorname{Th}(\mathbf{Z},+,-, 0,<)$ : we may assume that $\left(c_{i} \mid i \in \omega_{1}\right)$ is indiscernible over $d$ in $\{+,-, 0,<\}$. In particular we have that either $d>c_{i}$ for all $i \in \omega_{1}$ or $d<c_{i}$ for all $i \in \omega_{1}$. By comparing $v(d)$ to $v\left(c_{0}\right)$, we obtain that the sequence $\left(c_{i} \mid i \in \omega_{1}\right)$ falls into the following cases for some $m, n \in \mathbf{N}^{>0}$ :

1. $c_{i} \leq n\left(c_{i} \pm d\right) \leq m c_{i}$ for all $i \in \omega_{1}$;
2. $d \leq n\left(d \pm c_{i}\right) \leq m d$ for all $i \in \omega_{1}$;
3. $\left|c_{i+1}-c_{i}\right| \leq n\left|d-c_{i+1}\right| \leq m\left|c_{i+1}-c_{i}\right|$ for all $i \in \omega_{1}$;
4. $\left|d-c_{0}\right| \leq n\left|d-c_{i}\right| \leq m\left|d-c_{0}\right|$ for all $i \in \omega_{1}$;
5. $\left|c_{i+1}-c_{i}\right| \leq n\left|d-c_{i}\right| \leq m\left|c_{i+1}-c_{i}\right|$ for all $i \in \omega_{1}$.

Cases 1 and 2 occur when $v(d) \neq v\left(c_{0}\right)$ and case 2 together with the remaining cases when $v(d)=v\left(c_{0}\right)$. In case $v(d)=v\left(c_{0}\right)$, we further compare $v\left(c_{1}-c_{0}\right), v\left(d-c_{1}\right)$ and $v\left(d-c_{0}\right)$. Let us check all this in details.

1. $v(d)<v\left(c_{0}\right)$. Then $v\left(c_{0} \pm d\right)=v\left(c_{0}\right)$, so that $c_{0} \leq n\left(c_{0} \pm d\right) \leq m c_{0}$ for some $n, m \in \mathbf{N}^{>0}$. By indiscernibility over $d$, we get that $c_{i} \leq n\left(c_{i} \pm d\right) \leq m c_{i}$ for all $i \in \omega_{1}$;
2. $v(d)>v\left(c_{0}\right)$. Then $v\left(d \pm c_{0}\right)=v(d)$, so that $d \leq n\left(d \pm c_{0}\right) \leq m d$ for some $n, m \in \mathbf{N}^{>0}$. By indiscernibility over $d$, we get that $d \leq n\left(d \pm c_{i}\right) \leq m d$ for all $i \in \omega_{1}$;
3. $v(d)=v\left(c_{0}\right)$. Then, as $v\left(d+c_{0}\right)=v(d)$, we have that $d \leq n\left(d+c_{0}\right) \leq m d$ for some $n, m \in \mathbf{N}^{>0}$. Hence $d \leq n\left(d+c_{i}\right) \leq m d$ for all $i \in \omega_{1}$. Furthermore, one of the following holds, using indiscernibility as before:
a) $v\left(c_{1}-c_{0}\right)=v\left(d-c_{1}\right)$. Then there are $n, m \in \mathbf{N}^{>0}$ such that $\left|c_{1}-c_{0}\right| \leq n \mid d-$ $c_{1}|\leq m| c_{1}-c_{0} \mid$ and so for all $i \in \omega_{1},\left|c_{i+1}-c_{i}\right| \leq n\left|d-c_{i+1}\right| \leq m\left|c_{i+1}-c_{i}\right| ;$
b) $v\left(c_{1}-c_{0}\right) \neq v\left(d-c_{1}\right)$. Then $v\left(d-c_{0}\right)=\max \left\{v\left(d-c_{1}\right), v\left(c_{1}-c_{0}\right)\right\}$. So,
i. either $v\left(d-c_{0}\right)=v\left(d-c_{1}\right)$, in which case there are $n, m \in \mathbf{N}^{>0}$ such that $\left|d-c_{0}\right| \leq n\left|d-c_{1}\right| \leq m\left|d-c_{0}\right|$ and so for all $i \in \omega_{1},\left|d-c_{0}\right| \leq$ $n\left|d-c_{i}\right| \leq m\left|d-c_{0}\right|$;
ii. or $v\left(d-c_{0}\right)=v\left(c_{1}-c_{0}\right)$, in which case there are $n, m \in \mathbf{N}^{>0}$ such that $\left|c_{1}-c_{0}\right| \leq n\left|d-c_{0}\right| \leq m\left|c_{1}-c_{0}\right|$ and so for all $i \in \omega_{1},\left|c_{i+1}-c_{i}\right| \leq$ $n\left|d-c_{i}\right| \leq m\left|c_{i+1}-c_{i}\right|$.
Now given $g, h \in M^{>0}$ in the same archimedean class, more precisely such that $h \leq n g \leq m h$, for some $n, m \in \mathbf{N}^{>0}$, let us show that there are $\ell, \ell^{\prime} \in \mathbf{Z}$ such that $\lambda(g) \in\left\{S^{k}(\lambda(h)) \mid \ell \leq k \leq \ell^{\prime}\right\}$. We may assume that $g, h \notin \mathbf{Z}$. By Lemma 5.2.4 applied to the polynomial $m X$, there exists $\ell_{1} \in \mathbf{N}$ such that $m S(\lambda(h)) \leq S^{\ell_{1}}(\lambda(h))$. This shows that $\lambda(g) \leq S^{\ell_{1}}(\lambda(h))$ since $n \lambda(g) \leq n g$. On the other hand, again by Lemma 5.2.4, there exists $\ell_{2} \in \mathbf{N}$ such that $n \lambda(g) \leq S^{\ell_{2}}(\lambda(g))$. Therefore, we get that $\lambda(h) \leq S^{\ell_{2}}(\lambda(g))$, since $h \leq n g$. Altogether, we have $S^{-\ell_{2}}(\lambda(h)) \leq \lambda(g) \leq S^{\ell_{1}}(\lambda(h))$, as we wanted.

Applying the discussion above, with $g$ of the form $\left|d \pm c_{i}\right|$ and $h$ equal to either $c_{i}$, $d, d-c_{0},\left|c_{i+1}-c_{i}\right|$, or $\left|c_{i}-c_{i-1}\right|$, we get:
$-\lambda\left(c_{i} \pm d\right) \in\left\{S^{k}\left(\lambda\left(c_{i}\right)\right) \mid \ell \leq k \leq \ell^{\prime}\right\} ;$

$$
\begin{aligned}
& \text { - } \lambda\left(d \pm c_{i}\right) \in\left\{S^{k}(\lambda(d)) \mid \ell \leq k \leq \ell^{\prime}\right\} \\
& \text { - } \lambda\left(\left|d-c_{i}\right|\right) \in\left\{S^{k}\left(\lambda\left(\left|d-c_{0}\right|\right)\right) \mid \ell \leq k \leq \ell^{\prime}\right\} \\
& \text { - } \lambda\left(\left|d-c_{i}\right|\right) \in\left\{S^{k}\left(\lambda\left(\left|c_{i+1}-c_{i}\right|\right)\right) \mid \ell \leq k \leq \ell^{\prime}\right\} \\
& \text { - } \lambda\left(\left|d-c_{i+1}\right|\right) \in\left\{S^{k}\left(\lambda\left(\left|c_{i+1}-c_{i}\right|\right)\right) \mid \ell \leq k \leq \ell^{\prime}\right\}
\end{aligned}
$$

Thus, in all cases, $\lambda\left(\left|d-c_{i}\right|\right)$ and $\lambda\left(d+c_{i}\right)$ belong to a finite set, so for $i$ sufficiently big, we get a constant value since these sequences are monotone. Let us prove this on the case where $\lambda\left(\left|d-c_{i}\right|\right) \in\left\{S^{k}\left(\lambda\left(\left|c_{i+1}-c_{i}\right|\right)\right) \mid \ell \leq k \leq \ell^{\prime}\right\}$. The other cases are similar.

First let us assume that $\left|d-c_{i}\right|=d-c_{i}$ for all $i \in \omega_{1}$. Recall that $\lambda\left(d-c_{i}\right)=$ $S^{k}\left(\lambda\left(\left|c_{i+1}-c_{i}\right|\right)\right)$ means $S^{k}\left(\lambda\left(\left|c_{i+1}-c_{i}\right|\right)\right) \leq d-c_{i}<S^{k+1}\left(\lambda\left(\left|c_{i+1}-c_{i}\right|\right)\right)$. So, for $k \in\left[\ell, \ell^{\prime}\right]$, let $\left.\left(t_{k}\left(c_{i}\right)\right) \mid i \in \omega_{1}\right)$ be the sequence defined by $t_{k}\left(c_{i}\right)=S^{k}\left(\lambda\left(\mid c_{i+1}-\right.\right.$ $\left.\left.c_{i} \mid\right)\right)+c_{i}$. For all $k \in\left[\ell, \ell^{\prime}\right]$, the sequence $\left(t_{k}\left(c_{i}\right) \mid i \in \omega_{1}\right)$ is indiscernible, because $\lambda$ is definable. Hence for each $k \in\left[\ell, \ell^{\prime}\right]$, we may assume that $\left(t_{k}\left(c_{i}\right) \mid i \in \omega_{1}\right)$ is $\{<\}$-indiscernible over $d$, for $i>i_{k}$. Let $k_{0} \in\left[\ell, \ell^{\prime}\right]$ maximal such that $t_{k_{0}}\left(c_{i}\right) \leq d$ for all $i>i_{0}=\max \left\{i_{k} \mid \ell \leq k \leq \ell^{\prime}\right\}$. Then we have that for all $i>i_{0}$ that $d<t_{k_{0}+1}\left(c_{i}\right)$. Thus, $\lambda\left(d-c_{i}\right)=S^{k_{0}}\left(\lambda\left(\left|c_{i+1}-c_{i}\right|\right)\right)$ for all $i>i_{0}$.

Second, if $\left|d-c_{i}\right|=c_{i}-d$ for all $i \in \omega_{1}$, we can repeat the argument using the sequences $\left(t_{k}^{\prime}\left(c_{i}\right) \mid i \in \omega_{1}\right)$ defined by $t_{k}^{\prime}\left(c_{i}\right)=c_{i}-S^{k}\left(\lambda\left(\left|c_{i+1}-c_{i}\right|\right)\right)$, for all $i \in \omega_{1}$ and $k \in\left[\ell, \ell^{\prime}\right]$.

In the following lemma, for a set $X,\langle X\rangle^{\lambda}$ denotes the structure generated by $X$ in the language $\mathcal{L}_{<} \cup\{\lambda\}$.

Lemma 5.6.3. Let $t(x, \bar{y})$ be a $\mathcal{L}_{<}$-term. Let $\left(a_{i} \mid i \in \omega_{1}\right)$ be an indiscernible sequence and $b \in M$. Then there exists $i_{0}, i_{1}, \ldots, i_{n} \in \omega_{1}$ and $a(2 n+1)$-ary definable function $f$ and $b^{\prime} \in\left\langle b,\left\{a_{i} \mid i \in \omega_{1}\right\}\right\rangle^{\lambda}$ such that for all $i \geq i_{0}$

$$
t\left(a_{i}, b\right)=f\left(a_{i}, a_{i+1}, \ldots, a_{i+n}, a_{i-1}, \ldots, a_{i-n}\right)+b^{\prime}
$$

Proof. We show the lemma by induction on the number of occurrences of $S$ and $S^{-1}$ in $t(x, \bar{y})$. If $t(x, \bar{y})$ is an $\mathcal{L}_{g}$-term, it is well known that it can be written in the form $t_{1}(x)+t_{2}(\bar{y})$ for some $\mathcal{L}_{g}$-terms $t_{i}(x)$ and $t_{2}(\bar{y})$ (see [41, Lemma 4]). Therefore, what remains to be shown is that the lemma holds for $\bar{S}^{\epsilon}\left(f(\bar{x})+b^{\prime}\right)$, where $\epsilon \in$ $\{-1,1\}, f$ is a $(2 n+1)$-ary definable function and $b^{\prime} \in\left\langle b,\left\{a_{i} \mid i \in \omega_{1}\right\}\right\rangle^{\lambda}$. Since $f$ is definable, we have that $\left(f\left(a_{i}, a_{i+1}, \ldots, a_{i+n}, a_{i-1}, \ldots, a_{i-n}\right) \mid i \in \omega_{1}\right)$ is indiscernible. Put $c_{i}=f\left(a_{i}, a_{i+1}, \ldots, a_{i+n}, a_{i-1}, \ldots, a_{i-n}\right)$. Without loss of generality, we may assume that $b^{\prime} \neq 0$ and $\left(c_{i} \mid i \in \omega_{1}\right)$ non-constant. Then one of the following holds:

1. $c_{i}+b^{\prime}<r_{0}$ for all $i \in \omega_{1}$ sufficiently large. In that case, we have $S^{\epsilon}\left(c_{i}+b^{\prime}\right)=$ $c_{i}+b^{\prime}$ for all $i \in \omega_{1}$ sufficiently large;
2. $c_{i}+b^{\prime} \geq r_{0}$ for all $i \in \omega_{1}$ sufficiently large. In that case, we apply Lemma 5.6.2 to conclude. We treat the case where $\lambda\left(c_{i}+b^{\prime}\right)=S^{\ell}\left(\lambda\left(c_{i+1}-c_{i}\right)\right)$ for all $i \in \omega_{1}$ sufficiently large, the other cases being similar. By definition of $\lambda$, we have $S^{\ell}\left(\lambda\left(c_{i+1}-c_{i}\right)\right) \leq c_{i}+b^{\prime}<S^{\ell+1}\left(\lambda\left(c_{i+1}-c_{i}\right)\right)$ for all $i \in \omega_{1}$ sufficiently large. As a result, two cases are possible, since $\left(S^{\ell}\left(\lambda\left(c_{i+1}-c_{i}\right)\right)-c_{i} \mid i \in \omega_{1}\right)$ is indiscernible:

- either $S^{\ell}\left(\lambda\left(c_{i+1}-c_{i}\right)\right)-c_{i}=b^{\prime}$ for all $i \in \omega_{1}$. In that case, we have $S^{\epsilon}\left(c_{i}+\right.$ $\left.b^{\prime}\right)=S^{\ell+\epsilon}\left(\lambda\left(c_{i+1}-c_{i}\right)\right)$ for all $i \in \omega_{1}$ sufficiently large;
- or $S^{\ell}\left(\lambda\left(c_{i+1}-c_{i}\right)\right)-c_{i}<b^{\prime}$ for all $i \in \omega_{1}$ sufficiently large, in which case $S^{\epsilon}\left(c_{i}+b^{\prime}\right)=c_{i}+b^{\prime}$ for all $i \in \omega_{1}$ sufficiently large.
Therefore, in both cases, $S^{\epsilon}\left(c_{i}+b^{\prime}\right)$ is a definable function of $c_{i}$ and $c_{i-1}$.
Now we move on to the analysis of the dependency of $\operatorname{Im}$ predicates. Our first task is to prove that they have honest definitions over $R$.

Lemma 5.6.4. Let $\bar{f}$ be an $n$-tuple of operators and let $\varphi(\bar{x}, y)$ be the formula $f_{1}\left(x_{1}\right)+\cdots+$ $\mathrm{f}_{n}\left(x_{n}\right)>y$. Then for all $\mathscr{M} \models T_{R,<}$ and $a \in M$, the formula $\varphi(\bar{x}, a)$ has an honest definition over $R(M)$, which is the relativization of an $\mathcal{L}_{0}$-formula.

Proof. This is done by induction on $n$. Let $M \models T_{R,<}$ and $a \in M$. Assume that $n=1$. Then by (Ax.9), either $\mathrm{f}>_{R} 0$ or $\mathrm{f}=0$ or $\mathrm{f}<_{R} 0$. In case $\mathrm{f}>_{R} 0$, by Lemma 5.2.2, we know that f is ultimately strictly increasing: there exists $k \in \mathbf{N}$ such that for all $x \in R(M)$ if $x>S^{k}\left(r_{0}\right)$ then $\mathrm{f}(x)<\mathrm{f}(S(x))$.

We distinguish two cases:

1. either $a<\min _{R} \mathrm{f}$, in which case $r_{0}=r_{0}$ is an honest definition of $\varphi(x, y)$;
2. or $a \geq \min _{R} \mathrm{f}$, in which case, by Lemma 5.2.4, there exists a maximal $b \in R(M)$ such that $\mathrm{f}(b) \leq a<\mathrm{f}(S(b))$. Then $\varphi(d, a)$ holds for $d \in R(M)$ if and only if $\mathrm{f}(S(b)) \leq \mathrm{f}(d)$. Let $k^{\prime}=\min \left\{n \in \mathbf{N} \mid n \geq k\right.$ and $\mathrm{f}\left(S^{n}\left(r_{0}\right)\right)>\mathrm{f}\left(S^{i}\left(r_{0}\right)\right)$ for all $i \leq$ $k\}$. We then consider the following two cases:
a) $b \leq h^{k^{\prime}}\left(r_{0}\right)$. In that case, there exists $I \subset\left[k^{\prime}\right]$ such that

$$
x>b \vee \bigvee_{i \in I} x=S^{i}\left(r_{0}\right)
$$

is an honest definition of $\varphi(x, a)$;
b) $b>S^{k^{\prime}}\left(r_{0}\right)$. In that case, $x>b$ is an honest definition of $\varphi(x, a)$.

This finishes the case $\mathrm{f}>_{R} 0$. Now assume that $\mathrm{f}=0$. In this case an honest definition of $\varphi(x, a)$ is $r_{0}=r_{0}$ if $0<a$ or $r_{0}<r_{0}$ if $\neg(0<a)$.

Finally, assume that $f<_{R} 0$. There are two cases to consider:

1. either $a \geq \max _{R} f$. In that case $r_{0}<r_{0}$ is an honest definition of $\varphi(x, a)$;
2. or $a<\max _{R} \mathrm{f}$. Then there exists $b \in R(M)$ maximal such that $\mathrm{f}(S(b))<a \leq \mathrm{f}(b)$. We may assume, at the cost of considering $S^{-1}(b)$ instead of $b$, that $a<\mathrm{f}(b)$. Let $k^{\prime}=\min \left\{n \in \mathbf{N} \mid n \geq k\right.$ and $\mathrm{f}\left(S^{n}\left(r_{0}\right)\right)<\mathrm{f}\left(S^{i}\left(r_{0}\right)\right)$ for all $\left.i \leq k\right\}$ and let us consider the following cases
a) $b \leq S^{k^{\prime}}\left(r_{0}\right)$. In that case, There exists $I \subset\left[k^{\prime}\right]$ such that

$$
\bigvee_{i \in I} x=S^{i}\left(r_{0}\right)
$$

is an honest definition of $\varphi(x, a)$;
b) $b>S^{k^{\prime}}\left(r_{0}\right)$. In that case, $x \leq b$ is an honest definition of $\varphi(x, a)$.

This ends the case $n=1$.
Assume that the lemma holds for all tuple $\bar{f}$ of operators of length $<n$ and all $a$. Let $\overline{\mathrm{f}}$ be an $n$-tuple of operators and $a \in M$. By induction we may assume that $\mathrm{f}_{i} \neq 0$ for all $i \in[n]$. Let $k=\max \left\{k_{1} \mid i \in[n]\right\}$, where $k_{i}$ is given by Proposition 5.3 .2 applied to the polynomials defining $\overline{\mathrm{f}}$ if $\mathrm{f}_{i}$ is positive and to $-\overline{\mathrm{f}}$ otherwise. By Lemmas 2.1.16 and 5.4.2, and induction, we only need to show that the formulas $\varphi(\bar{x}, a) \wedge \mu_{k}\left(x_{i}, \bar{x}^{i}\right)$ have an honest definition for all $i \in[n]$. Let $i \in[n]$. We first treat the case $\mathrm{f}_{i}>0$. As before, we consider the following cases:

1. either $a<\min _{R} \mathrm{f}_{i}$, in which case $\mu_{k}\left(x_{i}, \bar{x}^{i}\right)$ is an honest definition of $\varphi(\bar{x}, a) \wedge$ $\mu_{k}\left(x_{i}, \bar{x}^{i}\right)$;
2. or $a \geq \min _{R} \mathrm{f}_{i}$. In that case, there exists $b \in R(M)$ such that $\mathrm{f}_{i}(b) \leq a<\mathrm{f}_{i}(S(b))$. As a result, $\varphi(\bar{x}, a) \wedge \mu_{k}\left(x_{i}, \bar{x}^{i}\right)$ holds if and only if

$$
\mu_{k}\left(x_{i}, \bar{x}^{i}\right) \wedge\left(x_{i}>S(b) \vee\left(x_{i}=S(b) \wedge \sum_{j \in[n] \backslash\{i\}} \mathrm{f}_{j}\left(x_{j}\right)>a-\mathrm{f}_{i}(S(b))\right)\right)
$$

holds. But by induction, there is an $\mathcal{L}_{0}$-formula $\theta\left(\bar{x}^{i}, \bar{z}\right)$ and $\bar{b} \in R(M)$ such that $\theta\left(\bar{x}^{i}, \bar{b}\right)$ is an honest definition for

$$
\sum_{j \in[n] \backslash\{i\}} \mathrm{f}_{j}\left(x_{j}\right)>a-\mathrm{f}_{i}(S(b)) .
$$

Therefore, the formula

$$
\mu_{k}\left(x_{i}, \bar{x}^{i}\right) \wedge\left(x_{i}>S(b) \vee\left(x_{i}=S(b) \wedge \theta\left(\bar{x}^{i}, \bar{b}\right)\right)\right.
$$

is an honest definition of $\varphi(\bar{x}, a) \wedge \mu_{k}\left(x_{i}, \bar{x}^{i}\right)$.
The case where $f_{i}<_{R} 0$ is done similarly.

Corollary 5.6.5. Let $[Q] \in(\mathbf{Z}[X])^{n \times m}$ and $\varphi_{0}(\bar{x})$ an $\mathcal{L}_{0}$-formula. Let $\varphi(\bar{y}, \bar{z})$ be defined by

$$
\operatorname{Im}_{[Q], \varphi_{0}}\left(y_{1}+z_{1}, \ldots, y_{n}+z_{n}\right)
$$

Then for all $\mathscr{M} \vDash T_{R,<}$ and $\bar{a} \in M, \varphi(\bar{y}, \bar{a})$ has on honest definition over $R(M)$ which is the relativization of an $\mathcal{L}_{0}$-formula.

Proof. By Lemma 2.1.15, it is enough to show that, given $\bar{b} \in M^{n},[Q] \in(\mathbf{Z}[X])^{n \times m}$ and $\varphi_{0}(\bar{x})$ and $\mathcal{L}_{0}$-formula, the formula

$$
\bigwedge_{i \in[n]} \sum_{j \in[m]} \mathrm{f}_{\mathrm{Q}_{i j}}\left(x_{j}\right)>y_{i}+b_{i} \wedge \varphi_{0}^{R}(\bar{x})
$$

has an honest definition over $R$. But, by Lemma 5.6.4. for all $i \in[n]$, the formula

$$
\sum_{j \in[m]} \mathrm{f}_{\mathrm{Q}_{i j}}\left(x_{j}\right)-y_{i}>b_{i}
$$

has an honest definition (over $R$ ) $\theta_{i}\left(\bar{x}, y, d_{i}\right)$. Therefore, by Lemma 2.1.16, the formula

$$
\bigwedge_{i \in[n]} \theta_{i}\left(\bar{x}, y, d_{i}\right) \wedge \varphi_{0}^{R}(\bar{x})
$$

is an honest definition over $R$ for

$$
\bigwedge_{i \in[n]} \sum_{j \in[m]} \mathrm{f}_{Q_{i j}}\left(x_{j}\right)>y_{i}+b_{i} \wedge \varphi_{0}^{R}(\bar{x}) .
$$

Corollary 5.6.6. Let $[Q] \in(\mathbf{Z}[X])^{n \times m}$ and $\varphi_{0}(\bar{x})$ and $\mathcal{L}_{0}-$ formula. Let $\varphi(\bar{y}, \bar{z})$ be defined by

$$
\operatorname{Im}_{[Q], \varphi_{0}}\left(y_{1}+z_{1}, \ldots, y_{n}+z_{n}\right)
$$

Then $\varphi(\bar{y}, \bar{z})$ is dependent.
Proof. The idea is to apply Lemma 2.1.17 to the formula which expresses indiscernibility with respect to the simple formula that defines $\varphi(\bar{y}, \bar{z})$, assuming towards a contradiction that $\varphi(\bar{y}, \bar{z})$ is independent. So let us assume that $\varphi(\bar{y}, \bar{z})$ is independent. Then by Proposition 1.2.3, there are $\left(\bar{a}_{i} \mid i \in \omega\right)$ indiscernible and $\bar{b} \in M$ such that $\varphi\left(\bar{a}_{i}, \bar{b}\right)$ holds if and only if $i$ is even.

Now let $\psi(\bar{x}, \bar{y}, \bar{z})$ be the formula

$$
\bigwedge_{i \in[n]} \sum_{j \in[m]} \mathrm{f}_{Q_{i j}}\left(x_{j}\right)>y_{i}+z_{i} \wedge \varphi_{0}^{R}(\bar{x})
$$

Of course, $\varphi\left(\bar{a}_{i}, \bar{b}\right)$ is equivalent to $\exists \bar{x} \in R \psi(\bar{x}, \bar{y}, \bar{z})$. Also, $\psi(\bar{x}, \bar{y}, \bar{z})$ is dependent, because the formulas $x>y$ and $\varphi_{0}^{R}(\bar{x})$ are dependent. For each $i \in \omega$, there exists, by assumption, $\bar{d}_{2 i} \in M$ such that $\psi\left(\bar{d}_{2 i}, \bar{a}_{2 i}, \bar{b}\right)$ holds.

For $k \in \mathbf{N}$, consider the formula $\delta\left(\bar{x}_{1}, \ldots, \bar{x}_{k}, \bar{y}_{1}, \ldots, \bar{y}_{k}\right)$, which expresses the fact that the tuple $\left(\bar{x}_{1}, \ldots, \bar{x}_{k}, \bar{y}_{1}, \ldots, \bar{y}_{k}\right)$ is indiscernible with respect to the formulas

$$
\exists \bar{z}\left(\bigwedge_{i \in I} \psi\left(\bar{x}_{i}, \bar{y}_{i}, \bar{z}\right) \wedge \bigwedge_{i \notin I} \neg \psi\left(\bar{x}_{i}, \bar{y}_{i}, \bar{z}\right)\right), \text { for } I \subset[k]
$$

Note that the formulas above are equivalent to a disjunction of simple formulas. Therefore $\delta\left(\bar{x}_{1}, \ldots, \bar{x}_{k}, \bar{y}_{1}, \ldots, \bar{y}_{k}\right)$ itself is a disjunction of simple formulas.

We wish to apply Lemma 2.1.17. Thus we have to show that $\delta\left(\bar{x}_{1}, \ldots, \bar{x}_{k}, \bar{a}_{1}, \ldots, \bar{a}_{k}\right)$ has an honest definition over $R$ that satisfy the requirements of Lemma 2.1.17. By Lemma 5.6.4 and Lemma 2.1.16, we have that $\delta\left(\bar{x}_{1}, \ldots, \bar{x}_{k}, \bar{a}_{1}, \ldots, \bar{a}_{k}\right)$ has an honest definition over $R, \theta(\bar{x}, \bar{c})$, which is the relativization of an $\mathcal{L}_{0}$-formula. Also $\exists x_{1} x_{3} \ldots x_{k-1} \in R \theta(\bar{x}, \bar{z})$ is dependent over $R$. Therefore, we may invoke Lemma 2.1.17 and find $i_{0}, \ldots, i_{k} \in \omega$ such that $i_{j} \equiv_{2} j$ and $\left(d_{i_{j}}\right)_{j \equiv_{2} 1} \in R$ such that

$$
\delta\left(\bar{d}_{i_{1}}, \ldots, \bar{d}_{i_{k}}, \bar{a}_{i_{1}}, \ldots, \bar{a}_{i_{k}}\right)
$$

Then taking $k$ large enough, we contradict the fact that $\psi$ is dependent.
Theorem 5.6.7. The theory $T_{<, R}$ is dependent.
Proof. Since $T_{<, R}$ has quantifier elimination by Theorem 5•5•3, we may apply Lemma 1.2.2 and consider atomic formulas. Let $\varphi(x, \bar{y})$ be an atomic formula. As $x=y$ is equivalent to $x<y+1 \wedge y<x+1$, we may assume that $\varphi(x, \bar{y})$ is of the form $t(x, \bar{y})>0$ or

$$
\operatorname{Im}_{[Q], \varphi_{0}}\left(t_{1}(x, \bar{y}), \ldots, t_{n}(x, \bar{y})\right)
$$

where $t(x, \bar{y}), t_{1}(x, \bar{y}), \ldots, t_{n}(x, \bar{y})$ are terms, $[Q] \in \mathbf{Z}[X]^{n \times m}$ and $\varphi_{0}$ is a $\mathcal{L}_{0}$-formula.
Now let $\left(a_{i} \mid i \in \omega_{1}\right)$ be indiscernible and $\bar{b} \in M$. Let us show that the truth value of $\varphi\left(a_{i}, \bar{b}\right)$ is eventually constant.

Assume first that $\varphi(x, \bar{y})$ is the formula $t(x, \bar{y})>0$. By Lemma 5.6.3. there exists $\left(c_{i} \mid i \in \omega_{1}\right)$ and $b^{\prime} \in M$ such that $t\left(a_{i}, \bar{b}\right)=c_{i}+b^{\prime}$ for all $i \in \omega_{1}$ sufficiently large. Therefore, as the formula $x>y$ is dependent, the truth value of $\varphi\left(a_{i}, \bar{b}\right)$ is eventually constant.

Now, assume that $\varphi(x, \bar{y})$ is the formula

$$
\operatorname{Im}_{[Q], \varphi_{0}}\left(t_{1}(x, \bar{y}), \ldots, t_{n}(x, \bar{y})\right)
$$

As in the previous case, by Lemma 5.6.3, there exist $\left(c_{1 i} \mid i \in \omega_{1}\right), \ldots,\left(c_{n i} \mid i \in \omega_{1}\right)$ and $b_{1}^{\prime}, \ldots, b_{n}^{\prime} \in M$ such that $t_{j}\left(a_{i}, \bar{b}\right)=c_{j i}+b_{j}^{\prime}$ for all $j \in[n]$ and all $i \in \omega_{1}$ sufficiently large. Thus, by Corollary 5.6.6, the truth value of $\varphi\left(a_{i}, \bar{b}\right)$ is eventually constant.

Corollary 5.6.8. Let $R$ be a regular set. Then the theory $\operatorname{Th}\left(\mathscr{Z}_{<, R}\right)$ is dependent.
Proof. By Lemma $5.1 .2 R$ is enumerated by a sparse sequence, so that $R$ is sparse.

### 5.7 Expansions of divisible ordered abelian groups by a sparse set

This section contains results similar to those obtained in Section 3.8 for expansions of divisible torsion-free abelian groups by a regular set.

Theorem 5.7.1. Let $R$ be a sparse set. Then

1. if $(\mathbf{Q},+, 0,<, R)$ is bounded, then $(\mathbf{Q},+, 0,<, R)$ is dependent;
2. if $(\mathbf{R},+, 0,<, R)$ is bounded, then $(\mathbf{R},+, 0,<, R)$ is dependent;
3. if $(\mathbf{R},+, 0,\lfloor\cdot\rfloor,<, R)$ is bounded, then $(\mathbf{R},+, 0,\lfloor\cdot\rfloor,<, R)$ is dependent, where $\lfloor\cdot\rfloor$ is the integer part function.

Proof. We treat the case of $(\mathbf{Q},+, 0,<, R)$ and $(\mathbf{R},+, 0,\lfloor\cdot\rfloor,<, R)$, the case of the pair $(\mathbf{R},+, 0,<, R)$ being identical to the case of $(\mathbf{Q},+, 0,<, R)$.

It is well known that $\operatorname{Th}(\mathbf{Q},+, 0,<)$ has quantifier elimination (see 33 , Corollary 3.1.17]). As a consequence of this quantifier elimination, we get that $\operatorname{Th}(\mathbf{Q},+, 0,<)$ is dependent. As a result, by Theorem 2.1.4 and our assumption that $(\mathbf{Q},+, 0,<, R)$ is bounded, we only need to show that the induced structure on $R$ is dependent. But by quantifier elimination we only need to look at the trace of formulas of the form $n_{1} x_{1}+\cdots+n_{k} x_{k}=0$ and $n_{1} x_{1}+\cdots+n_{k} x_{k}>0$. The formulas $n_{1} x_{1}+\cdots+n_{k} x_{k}=0$ can be replaced by the conjunction

$$
n_{1} x_{1}+\cdots+n_{k} x_{k}>-1 \wedge n_{1} x_{1}+\cdots+n_{k} x_{k}<1
$$

But then, using the proof of Lemma 5.6.4 we get that the induced structure is definable in $\left(R, S, S^{-1}, r_{0},<\right)$, which has a dependent theory (this last statement follows from quantifier elimination). Therefore, $(\mathbf{Q},+, 0,<, R)$ is dependent.
V. Weispfenning showed in [54] that $\left(\mathbf{R},+, 0,\lfloor\cdot\rfloor,<, D_{n} \mid n \in \mathbf{N}\right)$ has quantifier elimination, where $D_{n}$ is interpreted as $D_{n}(x)$ if and only if $\lfloor x\rfloor$ is divisible by $n$. This quantifier elimination can be used to show that $(\mathbf{R},+, 0,\lfloor\cdot\rfloor,<)$ is dependent, but it is also a consequence of [18, Proposition 3.1]. Therefore, as in the first case, by Theorem 2.1.4. $(\mathbf{R},+, 0,\lfloor\cdot\rfloor,<, R)$ is dependent if and only if $R_{\text {ind }}$ is dependent. But, quantifier elimination in $\left(\mathbf{R},+, 0,\lfloor\cdot\rfloor,<, R, D_{n} \mid n \in \mathbf{N}\right)$ states that $R_{\text {ind }}$ is determined by the trace of equations, inequations and divisibility conditions, that is formulas of the form $n_{1} x_{1}+\cdots+n_{k} x_{k}=0, n_{1} x_{1}+\cdots+n_{k} x_{k}>0$ and $D_{m}\left(n_{1} x_{1}+\cdots+n_{k} x_{k}\right)$ (here, we use the fact that, by [54, Lemma 3.2], terms evaluated at integers are equivalent to $\{+,-, 0\}$-terms). Therefore, we may use again Lemma 5.6.4 and the fact that in $D_{m}\left(n_{1} x_{1}+\cdots+n_{k} x_{k}\right)$ we can separate the variables to show that $R_{\text {ind }}$ is in this case definable in $\mathscr{R}$. Hence, $(\mathbf{R},+, 0,\lfloor\cdot\rfloor,<, R)$ is dependent.

The boundedness hypothesis in the previous theorem is a bit disappointing. However, in each case we could adapt the language we used for $\mathscr{Z}_{<, R}$ to establish
quantifier elimination for the pairs in Theorem 5.7.1. As we haven't checked this in details, we leave the boundedness of the pairs in Theorem 5.7.1 open.

The theory $\operatorname{Th}(\mathbf{Q},+, 0,<)$ is known to be dp-minimal, by [50, Theorem A.6], as it is an o-minimal theory. As dp-minimal theories are considered as the dependent analogue of strongly minimal theories, it would be interesting to know if boundedness of a pair $\mathscr{M}_{A}$, where $\mathscr{M}$ is dp-minimal and $A \subset M$, is automatic, as in the strongly minimal case.
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[^0]:    ${ }^{1}$ For instance, a Theorem of Tao (see $|52|$ ) states that every natural number greater than 1 is the sum of at most five prime numbers.

[^1]:    ${ }^{1}$ This is also true for any sequence $\left(r_{n}\right)$ such that there exists $k \in \mathbf{N}$ such that for all $n \in \mathbf{N}$, $\left|r_{n+1}-r_{n}\right| \leq k$.

[^2]:    ${ }^{2}$ Let $\theta \in \mathbf{R}^{>1}$ be algebraic over $\mathbf{Q}$ and let $P_{\theta}$ be its minimal polynomial. Then $\theta$ is a Pisot number (resp. Salem number) if it is the only root of $P_{\theta}$ of modulus $\geq 1$ (resp. $>1$ and $P_{\theta}$ has at least one root of modulus 1).

[^3]:    ${ }^{1}$ This abbreviation stands for existentially closed for formulas in 1 free variable.

